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FIG. 1: (color online) (a) Electron micrograph of the gate
geometry. Negative voltages are applied to the labeled gates
while the unlabeled gate and the ohmic leads (which are num-
bered) are kept at ground. The black solid (white dotted)
ellipse illustrates the expected dot shape for less (more) neg-
ative Vshape. The magnetic field is parallel to the y-axis and
all voltage pulses are applied to gate LP2. (b) At B = 0
and with no SOI, the spin-↑ and spin-↓ states of the ground
orbital state |g〉 are degenerate. Applying a magnetic field
splits the spin states but phonon coupling between |g ↑〉 and
|g ↓〉 is prohibited. The SOI acts as a perturbation and mixes
the orbital and spin states: the perturbed spin states |g ↑〉SO

and |g ↓〉SO contain excited orbital states (|e〉) of the opposite
spin so the perturbed states can be coupled by phonons. The
SOI involves a momentum operator and requires a change in
parity for coupling of different orbital states. (c) Dot energy
spectrum as gate voltages are varied to change the shape of
the dot. The value of Vshape is the voltage on SG1 for a given
set of gate voltages.

interface so it does not affect the dot’s orbital states.
Spin relaxation in single-electron quantum dots in-

volves excited orbital states (Fig. 1(b)). The dominant
mechanism for exchanging energy with the environment
is for the electron to interact with electrical fluctuations
from piezoelectric phonons [16, 17, 18, 19, 20]. How-
ever, while phonons can couple different orbital states of
the dot, they cannot couple different spin states. Cou-
pling between spin states is made possible by the SOI
which mixes the Zeeman split ground orbital state with
excited orbital states of the opposite spin [16]. This al-
lows phonons to induce spin relaxation as illustrated in
Fig. 1(b). By changing the energy of the excited orbital
states, we can control the amount of SOI induced mixing,
and thus control the spin relaxation rate.

Using the gate voltages, we manipulate the dot shape
and hence its orbital states. We model the electrostatic
potential of the dot with an anisotropic harmonic oscilla-

tor potential U(x, y) = 1
2
m∗ω2

xx2 + 1
2
m∗ω2

yy
2. When the

voltages on all dot gates are roughly equal, one expects
from the gate geometry that the dot is less confined along
the x-axis than along y (black solid ellipse in Fig. 1(a)).
Consequently, the lowest lying excited state is at energy
Ex = h̄ωx above the ground state, while the next higher
excited state has Ey = h̄ωy (assuming Ey < 2Ex). We in-
troduce the parameter Vshape to describe how we change
the dot shape: more negative Vshape corresponds to a
more negative voltage on SG1, which pushes the dot to-
wards SG2 and increases confinement along x. More neg-
ative Vshape also corresponds to a less negative voltage
on LP1, PL, and LP2, which reduces confinement along
y (white dotted ellipse in Fig. 1(a)) as well as compensat-
ing for the SG1 voltage change to keep the ground state
energy constant. The numerical value of Vshape given in
Fig. 1(c) is the voltage on SG1 for the set of gate volt-
ages. These geometric considerations lead us to expect
that Ex should increase and Ey should decrease as Vshape

is made more negative (Fig. 1(c)).
At each Vshape we measure the energy of the excited

orbital states using a three step pulse sequence (Fig. 2(a))
with B= 0. After ionizing the dot, we apply a pulse Vp to
bring the ground orbital state an energy Ep = eαLP2Vp

below the Fermi energy of the lead, where eαLP2 is a
conversion factor we calibrate for each Vshape [33, 34].
We find that eαLP2 increases as Vshape is made more
negative as we expect from the geometric considerations
discussed in Fig. 1. We apply the pulse for time tp that
is short (15 µs < tp < 400 µs) compared to the average
tunneling time into the ground state (≈ 10 ms near the
Fermi energy), so the probability for tunneling into the
ground orbital state is small. However, for sufficiently
large Ep one or more excited orbital states will be below
the Fermi energy. These states are more strongly cou-
pled to the leads than the ground state [31, 32], and an
electron can tunnel onto the dot with rate Γon. Once on,
the electron quickly decays to the ground state [23, 35].

Finally, in the read-out state we position the ground
state just below the Fermi energy. If the dot is still ion-
ized then an electron tunnels onto the dot (top right in
Fig. 2(a)) and we observe this with our real-time charge
detection system (top panel of Fig. 2(b)). We count the
number of times Nion this occurs and find Nion decreases
exponentially with tp (Fig. 2(c)). The rate of decay gives
Γon and Fig. 2(d) shows Γon as a function of Ep. The two
large increases correspond to the energies at which the ex-
cited orbital states cross the Fermi energy. As the excited
states are pulled below the Fermi energy with increasing
Ep, Γon decreases because the energy of the excited state
is decreased relative to the height of the tunnel barrier
[32]. Figure 2(e) shows the energies at several values of
Vshape, and shows one state increasing and one state de-
creasing in energy. This behavior is what we expect from
the geometric considerations: as the confinement along
x increases and along y decreases with more negative
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FIG. 2: (a) Three step pulse sequence for measuring the en-
ergy of the excited orbital states. (b) Examples of real-time
data. The direct capacitive coupling to the pulsed gate causes
the QPC to respond to the pulse sequence; electron tunneling
events are evident on top of this response. The 0’s denote
when an electron tunnels off the dot, while 1’s denote when
an electron tunnels on. The charging pulse (tp = 50µs for
this example) appears as a sharp spike between the ioniza-
tion and read-out periods. (c) The number of events Nion for
which the dot is empty after the charging pulse (top panel
in Fig. 2(b)) as a function of tp. The solid line is a fit to
an exponential to determine the rate Γon at which electrons
tunnel onto the dot. (d) Γon vs Ep for Vshape = −850 mV.
The two sharp rises mark the energies when an excited state
crosses the Fermi energy. (e) Energies of the excited orbital
states of the dot as a function of Vshape. The dashed lines are
linear fits to the data.

Vshape, the energy Ex of the x-excited state increases,
while the energy Ey of the y-excited state decreases, al-
lowing us to identify the x and y states as indicated in
Fig. 2(e). This orientation of the dot orbital states is
also consistent with our spin relaxation measurements
discussed next.

For each Vshape, we measure W ≡ T1
−1 at B = 3 T.

To do this, we first ionize the dot and then pulse both
Zeeman-split levels below the Fermi level for a time tw.
During this time electrons can tunnel onto the dot and
then relax from the excited to the ground spin state. By
measuring the decay of the probability of being in the
excited spin state as a function of tw, we obtain W [25].
The results are shown in Fig. 3(a) demonstrating we can
electrically control W by over an order of magnitude.
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FIG. 3: (color online) (a) W as a function of Vshape at B = 3
T. The solid and dashed lines are fits discussed in the text.
(b) The same relaxation rate data as in Fig. 3(a), plotted
as a function of Ey. The solid line is a fit to find the spin-
orbit length as discussed in the text. (c) Spin relaxation rate
as a function of magnetic field for two different sets of gate
voltages. Solid lines are fits discussed in the text.

We have verified that the Zeeman splitting does not vary
with Vshape, confirming the observed variation is caused
by changes in the orbital states rather than coupling to
phonons of different energy.

The energy of the excited orbital states affect W be-
cause the higher the energy of the excited states, the
weaker the SOI coupling to the ground state, and the
slower the relaxation rate. If we model W assuming
the potential U(x, y) given above, an in-plane B, a
SOI that is linear in the electron’s momentum, and a
phonon wavelength much greater than the dot size then
W = AxE−4

x +AyE−4
y . Here Ax and Ay describe the con-

tribution of each orbital to spin relaxation and W ∝ E−4

because of Van Vleck cancellation [16]. We fit the data in
Fig. 3(a) to this equation by approximating Ex(Vshape)
and Ey(Vshape) by the dashed lines shown in Fig. 2(e).
The solid line in Fig. 3(a) shows the result of the fit and
we find that Ax/Ay < 14%, implying that only the y-
excited orbital state is contributing to spin relaxation.
The dashed line shows a fit where we require Ax = Ay;
clearly the data is inconsistent with both the x and y-
excited states contributing equally.

We can understand why the y-excited state dominates
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FIG. 2: (a) Three step pulse sequence for measuring the en-
ergy of the excited orbital states. (b) Examples of real-time
data. The direct capacitive coupling to the pulsed gate causes
the QPC to respond to the pulse sequence; electron tunneling
events are evident on top of this response. The 0’s denote
when an electron tunnels off the dot, while 1’s denote when
an electron tunnels on. The charging pulse (tp = 50µs for
this example) appears as a sharp spike between the ioniza-
tion and read-out periods. (c) The number of events Nion for
which the dot is empty after the charging pulse (top panel
in Fig. 2(b)) as a function of tp. The solid line is a fit to
an exponential to determine the rate Γon at which electrons
tunnel onto the dot. (d) Γon vs Ep for Vshape = −850 mV.
The two sharp rises mark the energies when an excited state
crosses the Fermi energy. (e) Energies of the excited orbital
states of the dot as a function of Vshape. The dashed lines are
linear fits to the data.

Vshape, the energy Ex of the x-excited state increases,
while the energy Ey of the y-excited state decreases, al-
lowing us to identify the x and y states as indicated in
Fig. 2(e). This orientation of the dot orbital states is
also consistent with our spin relaxation measurements
discussed next.

For each Vshape, we measure W ≡ T1
−1 at B = 3 T.

To do this, we first ionize the dot and then pulse both
Zeeman-split levels below the Fermi level for a time tw.
During this time electrons can tunnel onto the dot and
then relax from the excited to the ground spin state. By
measuring the decay of the probability of being in the
excited spin state as a function of tw, we obtain W [25].
The results are shown in Fig. 3(a) demonstrating we can
electrically control W by over an order of magnitude.
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We have verified that the Zeeman splitting does not vary
with Vshape, confirming the observed variation is caused
by changes in the orbital states rather than coupling to
phonons of different energy.

The energy of the excited orbital states affect W be-
cause the higher the energy of the excited states, the
weaker the SOI coupling to the ground state, and the
slower the relaxation rate. If we model W assuming
the potential U(x, y) given above, an in-plane B, a
SOI that is linear in the electron’s momentum, and a
phonon wavelength much greater than the dot size then
W = AxE−4

x +AyE−4
y . Here Ax and Ay describe the con-

tribution of each orbital to spin relaxation and W ∝ E−4

because of Van Vleck cancellation [16]. We fit the data in
Fig. 3(a) to this equation by approximating Ex(Vshape)
and Ey(Vshape) by the dashed lines shown in Fig. 2(e).
The solid line in Fig. 3(a) shows the result of the fit and
we find that Ax/Ay < 14%, implying that only the y-
excited orbital state is contributing to spin relaxation.
The dashed line shows a fit where we require Ax = Ay;
clearly the data is inconsistent with both the x and y-
excited states contributing equally.

We can understand why the y-excited state dominates
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We demonstrate electrical control of the spin relaxation time T1 between Zeeman-split spin states of a
single electron in a lateral quantum dot. We find that relaxation is mediated by the spin-orbit interaction,
and by manipulating the orbital states of the dot using gate voltages we vary the relaxation rate W ! T"1

1

by over an order of magnitude. The dependence of W on orbital confinement agrees with theoretical
predictions, and from these data we extract the spin-orbit length. We also measure the dependence of W on
the magnetic field and demonstrate that spin-orbit mediated coupling to phonons is the dominant
relaxation mechanism down to 1 T, where T1 exceeds 1 s.
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The ability to sequentially initialize, manipulate and read out the
state of a qubit, such as an electron spin in a quantum dot (QD), is
a requirement in virtually any scheme for quantum information
processing1–3. However, previous optical measurements of a
single electron spin have focused on time-averaged detection,
with the spin being initialized and read out continuously4–8. Here,
we monitor the coherent evolution of an electron spin in a single
QD. We use time-resolved Kerr rotation (KR) spectroscopy, an
all-optical, non-destructive technique that enables us to monitor
the precession of the spin in a superposition of Zeeman-split
sublevels with nanosecond time resolution. The data show an
exponential decay of the spin polarization with time, and directly
reveal the g-factor and spin lifetime of the electron in the QD.
Furthermore, the observed spin dynamics provide a sensitive
probe of the local nuclear spin environment.

The magneto-optical Kerr effect results in a rotation of the
plane of polarization of linearly polarized light on reflection off
the sample, analogous to the Faraday effect for transmitted light.
For a probe laser energy E, the KR angle, θK, is proportional to
the difference of the dynamic dielectric response functions for
left and right (σ+ and σ−) circularly polarized light9, which are
proportional to the modulus squared of the interband momentum
matrix elements Pσ±

c,v = 〈ψc|p̂x ± ip̂y|ψv〉, where |ψc〉 (|ψv〉) is a
conduction (valence) band state and p̂x,y are momentum operators.
For a single conduction band energy level in a QD containing a
spin-up electron in a state |ψ↑〉, optical transitions to the spin-up
state are forbidden by the Pauli exclusion principle. Considering
only the transitions from a single twofold-degenerate valence-band
level |ψv0〉, θK is given by

θK(E) = CE
(∣∣∣Pσ+

↓,v0

∣∣∣
2

−
∣∣∣Pσ−

↓,v0

∣∣∣
2
)

E −E0,v0

(E −E0,v0 )
2 +Γ 2

0,v0

, (1)

where E0,v0 is the energy of the transition, Γ0,v0 is the linewidth of
the transition and C is a material-dependent constant. In a QD
containing a single conduction-band electron, the lowest-energy
interband transition is to the negatively charged exciton state, X−,
with an energy EX− . Thus, as has recently been demonstrated4,5, a
single electron spin produces a feature in the KR spectrum with
the odd-lorentzian lineshape given by equation (1), centred at the
energy EX− .

In the present work, the electron is confined to a single QD
formed by monolayer fluctuations at the interfaces of a gallium
arsenide (GaAs) quantum well. The QD is embedded within a
diode structure, enabling controllable charging of the dot with
a bias voltage10. Also, the QD is centred within an integrated
optical cavity to enhance the small, single-spin KR signal4. With
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Figure 1 Experimental set-up for single-spin detection. a, X− and biexciton (XX)
PL lines from a QD and the corresponding KR spectrum measured with
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circularly polarized excitation, spin-polarized electrons and holes
are pumped into the quantum well, according to the selection
rules governing interband transitions in GaAs (ref. 11). One or
more electrons and/or holes then relax into the QD. By measuring
the subsequent single-QD photoluminescence (PL), we determine
the equilibrium charge state of the QD as well as the energies of
various interband optical transitions as a function of bias voltage4,12.
The measurements described below are made at a bias voltage
where the QD is nominally uncharged, and the optical excitation
injects one or more electrons or holes. In this regime, the QD may
contain a single spin-polarized electron through the capture of an
optically injected electron, or spin-dependent X− decay4. Knowing
the transition energy EX− from the PL measurements, we use the
spectroscopic dependence of the Kerr effect to isolate the dynamics

770 nature physics VOL 3 NOVEMBER 2007 www.nature.com/naturephysics

LETTERS

 

 

 

 

 

KR
 (µ

ra
d)

KR
 (µ

ra
d)

KR
 (µ

ra
d)

KR
 (µ

ra
d)

KR
 (µ

ra
d)
Probe energy (eV)

1.629 1.630

∆t = 0.2 ns

 

Probe energy (eV)

∆t = 2.2 ns

Probe energy (eV)
1.629 1.630  

Probe energy (eV)
1.629 1.630

Probe energy (eV)
1.629 1.630

∆t = 6.7 ns

0 (
µr

ad
)

Pump–probe delay (ns)

Delay (ns)

y 0 
(µ

ra
d)

T = 10 K 
B = 491 G T2* = 8.4 ± 3.5 ns

〈Sx〉    

Bz

S

40

20

0

1.629 1.630
–40

–30

–35

–25 ∆t = 3.2 ns ∆t = 5.1 ns

–5

5

0

0

15

10

5

–5

10

0

5

–10

0

–5

a

b c d e f

20

10

0

–10

–20

0 10 20

0 5 10 15 20

θ

θ0

Figure 2 Coherent evolution of a single electron spin. a, Single-spin KR amplitude, θ0, as a function of time, with 3-ns-duration probe pulses andB= 491G. The solid line
is a fit to equation (2) and the dashed line shows the solution of equation (2) without the probe-pulse convolution for the same fit parameters. The inset shows the offset,y0.
Error bars indicate the standard error as obtained from the least-squares fit to the KR spectra. The solid circles indicate the values ofθ0 obtained from the fits shown in b–f.
b–f, KR angle as a function of probe energy at five different delays; solid lines are fits to equation(1), with a constant offset, y0.

of the single electron spin from that of multiparticle complexes,
such as charged or neutral excitons. Figure 1a shows the X− and
biexciton PL lines from a QD, along with the corresponding KR
spectrum measured with a continuous-wave pump and probe. The
odd-lorentzian feature centred at the X− energy demonstrates the
time-averaged measurement of a single electron spin.

In previous work, only the steady-state spin polarization was
measured, concealing information about the evolution of the spin
state in time. Here, we use time-delayed pump and probe pulses,
shown schematically in Fig. 1c, to map out the coherent dynamics
of the spin in the QD. The pump and probe pulses, as detected by
a fast photodiode, are shown in Fig. 1b. Details of the experimental
set-up are given in the Methods section.

For a fixed delay between the pump and the probe, θK is
measured as a function of probe energy. At each point, the
pump excitation is switched between σ+ and σ− polarization at a
rate 1/tswitch, and the spin-dependent signal is obtained from the
difference in θK at the two helicities. The resulting KR spectrum
is fitted to equation (1) plus a constant vertical offset, y0. The
amplitude, θ0 = CE(|Pσ+

↓,v0
|2 − |Pσ−

↓,v0
|2)Γ−1

0,v0
, of the odd lorentzian

is proportional to the projection of the spin in the QD along the
measurement axis. The origin of the vertical offset, y0, is unknown,
but might be due to the broad KR feature from free electron
spins in the quantum well, as discussed below. By repeating this
measurement at various pump–probe delays, the evolution of the
spin state can be mapped out.

When a magnetic field is applied along the z axis, transverse
to the injected spin (the Voigt geometry), the spin is quantized
into eigenstates |↑〉 and |↓〉, with eigenvalues Sz = ±h̄/2. The
pump pulse initializes the spin at time t = 0 into the superposition
|ψ(t = 0)〉 = (|↑〉 ± |↓〉)/

√
2, for σ± polarized excitation. If

isolated from its environment, the spin state then coherently
evolves according to |ψ(t)〉 = (e−iΩ t/2|↑〉± eiΩ t/2|↓〉)/

√
2, where

h̄Ω = gµBBz is the Zeeman splitting. When the probe arrives
at time t = "t , the spin state is projected onto the x
axis, resulting in an average measured spin polarization of

〈Sx("t)〉 =± (h̄/2) cos(Ω · "t). This picture has not included
the various environmental effects that cause spin decoherence and
dephasing, inevitably leading to a reduction of the measured spin
polarization with time.

The single-spin KR amplitude as a function of delay, measured
with a 3-ns-duration probe pulse and a magnetic field B = 491 G,
is shown in Fig. 2a, showing the expected oscillations due to the
coherent evolution described above. Figure 2b–f shows a sequence
of KR spectra at several delays, and the fits from which the data in
Fig. 2a are obtained. In the inset of Fig. 2a the offset y0 is shown,
which oscillates with the same frequency as the single-spin KR but
decays with a shorter lifetime. This behaviour may be consistent
with that of free-electron spins in the quantum well, previously
investigated in time-averaged measurements13.

In the simplest case, the evolution of the measured KR
amplitude can be described by an exponentially decaying cosine,

θ("t) = A ·Θ ("t) ·exp

(−"t

T∗
2

)
cos(Ω ·"t),

where A is the overall amplitude, Θ ("t) is the Heaviside step
function and T∗

2 is the effective transverse spin lifetime (though
this measurement eliminates ensemble averaging, the observed spin
lifetime may be reduced from the transverse spin lifetime, T2, by
inhomogeneities that vary in time). To model our data, we sum over
the contributions from each pump pulse separated by the repetition
period Tr, and convolve (denoted ‘∗’) with the measured probe-
pulse shape, p(t),

θ0("t) = p∗
[
∑

n

θ("t −nTr)

]

. (2)

The solid line in Fig. 2a is a fit to equation (2), yielding
Ω = 0.98±0.02 GHz and T∗

2 = 8.4±3.5 ns. The dashed line shows
equation (2) without the probe pulse convolution, plotted with the
same parameters for comparison.
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of the single electron spin from that of multiparticle complexes,
such as charged or neutral excitons. Figure 1a shows the X− and
biexciton PL lines from a QD, along with the corresponding KR
spectrum measured with a continuous-wave pump and probe. The
odd-lorentzian feature centred at the X− energy demonstrates the
time-averaged measurement of a single electron spin.

In previous work, only the steady-state spin polarization was
measured, concealing information about the evolution of the spin
state in time. Here, we use time-delayed pump and probe pulses,
shown schematically in Fig. 1c, to map out the coherent dynamics
of the spin in the QD. The pump and probe pulses, as detected by
a fast photodiode, are shown in Fig. 1b. Details of the experimental
set-up are given in the Methods section.

For a fixed delay between the pump and the probe, θK is
measured as a function of probe energy. At each point, the
pump excitation is switched between σ+ and σ− polarization at a
rate 1/tswitch, and the spin-dependent signal is obtained from the
difference in θK at the two helicities. The resulting KR spectrum
is fitted to equation (1) plus a constant vertical offset, y0. The
amplitude, θ0 = CE(|Pσ+

↓,v0
|2 − |Pσ−

↓,v0
|2)Γ−1

0,v0
, of the odd lorentzian

is proportional to the projection of the spin in the QD along the
measurement axis. The origin of the vertical offset, y0, is unknown,
but might be due to the broad KR feature from free electron
spins in the quantum well, as discussed below. By repeating this
measurement at various pump–probe delays, the evolution of the
spin state can be mapped out.

When a magnetic field is applied along the z axis, transverse
to the injected spin (the Voigt geometry), the spin is quantized
into eigenstates |↑〉 and |↓〉, with eigenvalues Sz = ±h̄/2. The
pump pulse initializes the spin at time t = 0 into the superposition
|ψ(t = 0)〉 = (|↑〉 ± |↓〉)/

√
2, for σ± polarized excitation. If

isolated from its environment, the spin state then coherently
evolves according to |ψ(t)〉 = (e−iΩ t/2|↑〉± eiΩ t/2|↓〉)/

√
2, where

h̄Ω = gµBBz is the Zeeman splitting. When the probe arrives
at time t = "t , the spin state is projected onto the x
axis, resulting in an average measured spin polarization of

〈Sx("t)〉 =± (h̄/2) cos(Ω · "t). This picture has not included
the various environmental effects that cause spin decoherence and
dephasing, inevitably leading to a reduction of the measured spin
polarization with time.

The single-spin KR amplitude as a function of delay, measured
with a 3-ns-duration probe pulse and a magnetic field B = 491 G,
is shown in Fig. 2a, showing the expected oscillations due to the
coherent evolution described above. Figure 2b–f shows a sequence
of KR spectra at several delays, and the fits from which the data in
Fig. 2a are obtained. In the inset of Fig. 2a the offset y0 is shown,
which oscillates with the same frequency as the single-spin KR but
decays with a shorter lifetime. This behaviour may be consistent
with that of free-electron spins in the quantum well, previously
investigated in time-averaged measurements13.

In the simplest case, the evolution of the measured KR
amplitude can be described by an exponentially decaying cosine,

θ("t) = A ·Θ ("t) ·exp

(−"t

T∗
2

)
cos(Ω ·"t),

where A is the overall amplitude, Θ ("t) is the Heaviside step
function and T∗

2 is the effective transverse spin lifetime (though
this measurement eliminates ensemble averaging, the observed spin
lifetime may be reduced from the transverse spin lifetime, T2, by
inhomogeneities that vary in time). To model our data, we sum over
the contributions from each pump pulse separated by the repetition
period Tr, and convolve (denoted ‘∗’) with the measured probe-
pulse shape, p(t),

θ0("t) = p∗
[
∑

n

θ("t −nTr)

]

. (2)

The solid line in Fig. 2a is a fit to equation (2), yielding
Ω = 0.98±0.02 GHz and T∗

2 = 8.4±3.5 ns. The dashed line shows
equation (2) without the probe pulse convolution, plotted with the
same parameters for comparison.
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The ability to sequentially initialize, manipulate and read out the
state of a qubit, such as an electron spin in a quantum dot (QD), is
a requirement in virtually any scheme for quantum information
processing1–3. However, previous optical measurements of a
single electron spin have focused on time-averaged detection,
with the spin being initialized and read out continuously4–8. Here,
we monitor the coherent evolution of an electron spin in a single
QD. We use time-resolved Kerr rotation (KR) spectroscopy, an
all-optical, non-destructive technique that enables us to monitor
the precession of the spin in a superposition of Zeeman-split
sublevels with nanosecond time resolution. The data show an
exponential decay of the spin polarization with time, and directly
reveal the g-factor and spin lifetime of the electron in the QD.
Furthermore, the observed spin dynamics provide a sensitive
probe of the local nuclear spin environment.

The magneto-optical Kerr effect results in a rotation of the
plane of polarization of linearly polarized light on reflection off
the sample, analogous to the Faraday effect for transmitted light.
For a probe laser energy E, the KR angle, θK, is proportional to
the difference of the dynamic dielectric response functions for
left and right (σ+ and σ−) circularly polarized light9, which are
proportional to the modulus squared of the interband momentum
matrix elements Pσ±

c,v = 〈ψc|p̂x ± ip̂y|ψv〉, where |ψc〉 (|ψv〉) is a
conduction (valence) band state and p̂x,y are momentum operators.
For a single conduction band energy level in a QD containing a
spin-up electron in a state |ψ↑〉, optical transitions to the spin-up
state are forbidden by the Pauli exclusion principle. Considering
only the transitions from a single twofold-degenerate valence-band
level |ψv0〉, θK is given by

θK(E) = CE
(∣∣∣Pσ+

↓,v0

∣∣∣
2

−
∣∣∣Pσ−

↓,v0

∣∣∣
2
)

E −E0,v0

(E −E0,v0 )
2 +Γ 2

0,v0

, (1)

where E0,v0 is the energy of the transition, Γ0,v0 is the linewidth of
the transition and C is a material-dependent constant. In a QD
containing a single conduction-band electron, the lowest-energy
interband transition is to the negatively charged exciton state, X−,
with an energy EX− . Thus, as has recently been demonstrated4,5, a
single electron spin produces a feature in the KR spectrum with
the odd-lorentzian lineshape given by equation (1), centred at the
energy EX− .

In the present work, the electron is confined to a single QD
formed by monolayer fluctuations at the interfaces of a gallium
arsenide (GaAs) quantum well. The QD is embedded within a
diode structure, enabling controllable charging of the dot with
a bias voltage10. Also, the QD is centred within an integrated
optical cavity to enhance the small, single-spin KR signal4. With
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circularly polarized excitation, spin-polarized electrons and holes
are pumped into the quantum well, according to the selection
rules governing interband transitions in GaAs (ref. 11). One or
more electrons and/or holes then relax into the QD. By measuring
the subsequent single-QD photoluminescence (PL), we determine
the equilibrium charge state of the QD as well as the energies of
various interband optical transitions as a function of bias voltage4,12.
The measurements described below are made at a bias voltage
where the QD is nominally uncharged, and the optical excitation
injects one or more electrons or holes. In this regime, the QD may
contain a single spin-polarized electron through the capture of an
optically injected electron, or spin-dependent X− decay4. Knowing
the transition energy EX− from the PL measurements, we use the
spectroscopic dependence of the Kerr effect to isolate the dynamics
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The ability to sequentially initialize, manipulate and read out the
state of a qubit, such as an electron spin in a quantum dot (QD), is
a requirement in virtually any scheme for quantum information
processing1–3. However, previous optical measurements of a
single electron spin have focused on time-averaged detection,
with the spin being initialized and read out continuously4–8. Here,
we monitor the coherent evolution of an electron spin in a single
QD. We use time-resolved Kerr rotation (KR) spectroscopy, an
all-optical, non-destructive technique that enables us to monitor
the precession of the spin in a superposition of Zeeman-split
sublevels with nanosecond time resolution. The data show an
exponential decay of the spin polarization with time, and directly
reveal the g-factor and spin lifetime of the electron in the QD.
Furthermore, the observed spin dynamics provide a sensitive
probe of the local nuclear spin environment.

The magneto-optical Kerr effect results in a rotation of the
plane of polarization of linearly polarized light on reflection off
the sample, analogous to the Faraday effect for transmitted light.
For a probe laser energy E, the KR angle, θK, is proportional to
the difference of the dynamic dielectric response functions for
left and right (σ+ and σ−) circularly polarized light9, which are
proportional to the modulus squared of the interband momentum
matrix elements Pσ±

c,v = 〈ψc|p̂x ± ip̂y|ψv〉, where |ψc〉 (|ψv〉) is a
conduction (valence) band state and p̂x,y are momentum operators.
For a single conduction band energy level in a QD containing a
spin-up electron in a state |ψ↑〉, optical transitions to the spin-up
state are forbidden by the Pauli exclusion principle. Considering
only the transitions from a single twofold-degenerate valence-band
level |ψv0〉, θK is given by

θK(E) = CE
(∣∣∣Pσ+

↓,v0

∣∣∣
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where E0,v0 is the energy of the transition, Γ0,v0 is the linewidth of
the transition and C is a material-dependent constant. In a QD
containing a single conduction-band electron, the lowest-energy
interband transition is to the negatively charged exciton state, X−,
with an energy EX− . Thus, as has recently been demonstrated4,5, a
single electron spin produces a feature in the KR spectrum with
the odd-lorentzian lineshape given by equation (1), centred at the
energy EX− .

In the present work, the electron is confined to a single QD
formed by monolayer fluctuations at the interfaces of a gallium
arsenide (GaAs) quantum well. The QD is embedded within a
diode structure, enabling controllable charging of the dot with
a bias voltage10. Also, the QD is centred within an integrated
optical cavity to enhance the small, single-spin KR signal4. With
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centred at the X− energy, demonstrating single-electron spin detection.b, The
profiles of the pump and probe pulses as detected with a photodiode. The measured
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circularly polarized excitation, spin-polarized electrons and holes
are pumped into the quantum well, according to the selection
rules governing interband transitions in GaAs (ref. 11). One or
more electrons and/or holes then relax into the QD. By measuring
the subsequent single-QD photoluminescence (PL), we determine
the equilibrium charge state of the QD as well as the energies of
various interband optical transitions as a function of bias voltage4,12.
The measurements described below are made at a bias voltage
where the QD is nominally uncharged, and the optical excitation
injects one or more electrons or holes. In this regime, the QD may
contain a single spin-polarized electron through the capture of an
optically injected electron, or spin-dependent X− decay4. Knowing
the transition energy EX− from the PL measurements, we use the
spectroscopic dependence of the Kerr effect to isolate the dynamics
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Complete quantum control of a single quantum dot
spin using ultrafast optical pulses
David Press1, Thaddeus D. Ladd1,2, Bingyang Zhang1 & Yoshihisa Yamamoto1,2

Abasic requirement for quantum information processing systems is
the ability to completely control the state of a single qubit1–6. For
qubits basedonelectron spin, auniversal single-qubit gate is realized
by a rotation of the spinby any angle about an arbitrary axis.Driven,
coherent Rabi oscillations between two spin states can be used to
demonstrate control of the rotation angle.Ramsey interference, pro-
duced by two coherent spin rotations separated by a variable time
delay, demonstrates control over the axis of rotation. Full quantum
control of an electron spin in a quantum dot has previously been
demonstrated using resonant radio-frequency pulses that require
many spin precession periods7–10. However, optical manipulation
of the spin allows quantum control on a picosecond or femtosecond
timescale11–18, permitting an arbitrary rotation to be completed
within one spin precession period6. Recent work in optical single-
spin control has demonstrated the initialization of a spin state in a
quantum dot19–22, as well as the ultrafast manipulation of coherence
in a largely unpolarized single-spin state17. Here we demonstrate
complete coherent control over an initialized electron spin state in
a quantum dot using picosecond optical pulses. First we vary the
intensity of a single optical pulse to observe over six Rabi oscillations
between the two spin states; then we apply two sequential pulses to
observe high-contrast Ramsey interference. Such a two-pulse
sequence realizes an arbitrary single-qubit gate completed on a pico-
second timescale. Along with the spin initialization and final pro-
jective measurement of the spin state, these results demonstrate a
complete set of all-optical single-qubit operations.

Coherent control of a single qubit is often accomplished by driving
the qubit at its resonant frequency. For a qubit composed of a single
electron spin in a magnetic field, resonant coherent control requires
the use of radio-frequency pulses of at least nanosecond duration7–10.
One way to reduce this timescale is to construct qubits of multiple,
coupled particles and to rapidly manipulate their coupling potential,
as exemplified by the several-hundred-picosecond gate times of
exchange-coupled electron pairs in electrically controlled quantum
dots23. For an isolated, optically controlled quantum dot spin such as
the one studied here, even shorter operation times may be achieved
using ultrafast optical pulses11–18. Using such optical pulses, the axis
of rotation of the qubit is determined by the arrival time of the pulse
with respect to the qubit oscillation period6. A single-qubit gate con-
sisting of an arbitrary rotation about any axis may thereby be com-
pleted in a single Larmor period. For electron spin qubits, a large
magnetic field is therefore necessary to increase the speed of a single-
qubit gate, and quantum information processing with clock speeds in
excess of 10GHz may be possible6.

Our scheme to rotate a single electron spin using a picosecond
pulse is shown in Fig. 1a. A single electron is confined in the quantum
dot. The electron spin states j#æ and j"æ are split by an externally
applied magnetic field Bext5 7 T, aligned parallel to the z axis
(Voigt geometry; see Fig. 1d), to provide a large Larmor precession

frequency of de/2p5 26.3 GHz. The lowest energy interband transi-
tions are to the two trion states consisting of a pair of electrons in a
spin singlet and an unpaired heavy hole24, denoted j"#, Yæ and j"#, Xæ,
which are split by a frequency dh. Each trion state forms an inde-
pendent L system with the two metastable states j#æ and j"æ. Optical
selection rules dictate that the vertical and cross transitions in Fig. 1a
couple to orthogonal linear polarizations of light, denoted H and V,
and are p/2 out of phase with each other. The exact orientations of H
and V are determined by the shape and strain of the quantum dot25.
Each transition has a Rabi frequency VH5 mEH/B or VV5 mEV/B,
where m is the transition’s dipole strength and EH and EV are the
complex electric field amplitudes of the rotation pulse in the corres-
ponding polarization basis. A circularly polarized rotation pulse
ensures that the probability amplitudes from the two L systems
add constructively, and a large detuning D minimizes undesired
population in the excited states. Hence, a single broadband rotation
pulse will coherently change the spin from j#æ to j"æ and back through
a stimulated Raman transition. The dynamics may be qualitatively
described by the condition that VH=D and VV=D, under which
the upper levels can be adiabatically eliminated. Doing so, we expect
to find two-state Rabi oscillations with an effective Rabi frequency
Veff<VHVV/D between states j#æ and j"æ. The spin rotation may
alternatively be described in terms of an optical Stark shift17.

In addition to rotations, a complete set of single-qubit operations
also requires initialization and measurement. We perform both of
these tasks by optical pumping (Fig. 1b). A narrowband, continuous-
wave laser optically drives the j#æ« j"#, Yæ transition with rate VP.
The optical pumping laser has negligible effect on the spin rotation
becauseVP=Veff. Spontaneous decay into the two spin states at half
the trion’s total spontaneous emission rate, denoted C, quickly initi-
alizes the electron into the j"æ state. After spin rotation, the popu-
lation in the j#æ state is measured using the same optical pumping
process. If the spin is rotated to j#æ, the quantumdot will emit a single
photon from the j"#, YæR j"æ transition, which can be detected using
a single-photon counter.

Our single-spinmeasurement technique has been proposed for use
in quantum computation1, and offers the experimental convenience
of including measurement and initialization in the same step.
However, the fidelity of a single-shot readout is limited by the photon
collection efficiency. An optical microcavity would boost the mea-
surement scheme’s efficiency, and could also enable coherent con-
version of spin qubits into photon qubits for quantum networking26.
Resonant absorptionmeasurements19–21 offer similar advantages, but
also require a microcavity-enhanced absorption cross-section to
enable single-shot readout. Quantum non-demolition measure-
ments based on dispersive Kerr rotation27, Faraday rotation28 or a
recycling transition29 use many photons to measure the spin and are
therefore more robust to photon loss, but they require a separate
initialization step.

1E. L. Ginzton Laboratory, Stanford University, Stanford, California 94305, USA. 2National Institute of Informatics, Hitotsubashi 2-1-2, Chiyoda-ku, Tokyo 101-8403, Japan.
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The optical initialization is calibrated by measuring the single-
photon count rate as a function of optical pumping power, POP,
following a fixed rotation through angle H5 p (Fig. 2a). The signal
saturates at around POP< 15mW as the population in the j#æ state
becomes almost completely initialized to j"æ. In all of our remaining
experiments, POP is fixed just above the saturation value of the optical
pumping curve. To quantify the initialization fidelity, we make a
time-resolved measurement of photon count rate following a rota-
tion ofH5 p (Fig. 2b). The count rate is proportional to the instant-
aneous population in j#æ. Immediately following the rotation pulse,
the population in j#æ is near unity and the signal is maximized. The
signal drops as the spin is pumped back to j"æ in a characteristic time
of 3.4 ns, orders of magnitude faster21 than optical pumping schemes
involving a dipole-forbidden transition19. The minimum count rate,
which is measured just before the next rotation pulse, corresponds to
the remnant population in j#æ due to imperfect initialization. By
comparing the count rates immediately before and after the rotation

pulse, we estimate (see Supplementary Information) the spin initi-
alization fidelity to be F05 926 7%.

Rabi oscillations between the two spin states are evident in the
photon count rate as the rotation pulse power PRP is varied
(Fig. 3a). By contrast with the adiabatic-elimination model discussed
earlier, in which H / PRP, we empirically determine that H ! P0:68

RP
in the range p#H# 13p (Fig. 3b). This sublinear dependency is a
consequence of the breakdown of the adiabatic approximation
(VH=D, VV=D), as non-negligible virtual population is present
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in the excited states during the rotation pulse. A four-level master-
equation simulation of stimulated Raman scattering with no adjust-
able parameters and no decoherence processes (see Supplementary
Information) produces oscillations that are well fit by H ! P0:65

RP , in
reasonable agreement with experiment.

The amplitude of the Rabi oscillations shrinks owing to incoherent
processes such as trion dephasing. This may be understood as a
decrease of the length of the Bloch vector of the two-state system
as H increases. This decreasing length is well fit (excluding the first
data point) by an empirical exponential decay proportional to
exp(2H/8.6p), as shown in Fig. 3c. These incoherent processes trans-
form the virtual population in the excited states during the rotation
pulse into real population, which contributes to the photon count
rate as background noise. The increasing background is responsible
for the overall upwards slope of the data in Fig. 3a.

The experimentally determined trajectory of the Bloch vector as it
undergoes Rabi oscillations is parametrically plotted in Fig. 4 as a
function of rotation pulse power. The methods we used to generate
this trajectory are described in the Supplementary Information. For
small rotation angles H= p, the vector rotates about a tilted axis
because the Larmor precession frequency, de, is non-negligible in
comparison with the effective Rabi frequency, Veff. This tilted axis
of rotation causes the reduction in height of the first peak in Fig. 3a
and the lowering of the first oscillation amplitude in Fig. 3c. For
larger rotation angles,Veff? de and the rotation is very nearly about
the x axis.

Rabi oscillations demonstrate the rotation of a qubit by an arbit-
rary angle about a single axis, that is, U(1) control. Full control over
the Bloch sphere (SU(2) control) requires rotation about a second
axis. The natural Larmor precession of the spin about the z axis
accomplishes this rotation, and can be investigated using Ramsey
interferometry.

In a Ramsey interferometer, the spin population is measured follow-
ing a pair of p/2 rotations about the x axis separated by a variable free
precessionof timetabout thezaxis.Ramsey fringesare shown inFig. 5a.
The fringe amplitude decays with a time constant T !

2 5 185ps. This
small time constant is a consequence of the optical pumping laser
remaining on between the two rotation pulses, and could be increased
by switching the optical pump off between pulses using a fast electro-
optic modulator. We determine the electron g-factor magnitude to be
jgej5 0.267 from the Larmor frequencyde/2p5 26.3GHz. To estimate
the fidelity of each p/2 pulse, we assume that the Bloch vector initially
has length L05 0.83 (determined from our initialization fidelity of
92%) and is directed towards the south pole of the Bloch sphere, and
that it shrinks in length by a factor ofDp/2 with each pulse. The Bloch
vector length after twopulses is thusL0D

2
p=2, and thepopulation in state

j#æ oscillates between (1 z L0D
2
p=2)=2 and (1 { L0D

2
p=2)=2 with a

Larmor period of 2p/de. The fidelity of each rotation is then given by
(11Dp/2)/2.We estimate the fidelity by considering the Ramsey fringe

amplitude at the shortest measured delay time (see Supplementary
Information for details). This gives a p/2 pulse fidelity of Fp/25 94%.

To investigate the quality of our p pulses, we perform a similar
experiment with two p pulses separated by a variable time delay, as
shown in Fig. 5b. Ideally, the signal would remain constant at
L0(1 { D2

p)=2 with no oscillations. The signal shows an overall
upwards slope, again due to the optical pump remaining on between
the two p pulses and pumping population from the j#æ state into
j"#, Yæ where it is later detected. Small oscillations remain in the
signal because our p pulse is not exactly around the x axis, as dis-
cussed earlier. We estimate from the phase of these remaining fringes
that our p pulse rotates the spin about a vector tilted 0.17 rad from
the x axis. If we simplymodel the rotation pulse as a rectangular pulse
with constant frequency Veff applied over 4 ps, we would expect to
rotate around an axis tilted by roughly de/Veff5 0.21 rad, in reas-
onable agreement with experiment. By comparing the length and
orientation of the Bloch vector after our p pulse with a unit vector
in the direction of the north pole of the Bloch sphere, we estimate our
p pulse fidelity to be roughly Fp5 91%.

To construct a general SU(2) single-qubit gate, we may adjust the
intensities of the first and second rotation pulses and the precession
duration, t, thus applying three rotations through Euler angles about
the x, z and x axes. In Fig. 5c we explore the entire surface of the Bloch
sphere by varying the rotation angle of both rotation pulses as well as
the delay time t. The fringe amplitude is shown as a function of
rotation angle in Fig. 5d. High-contrast Ramsey fringes are visible
when each rotation angle is a half-integer multiple of p, and the
fringes vanish when each rotation angle is an integer multiple of p.

In conclusion, we have demonstrated the optical initialization,
rotation by arbitrary angle, and projective measurement of an elec-
tron spin in a quantum dot. This forms a complete set of all-optical
single-qubit operations. A single-qubit gate, consisting of three inde-
pendent rotations about different axes, is accomplished in less than
one Larmor period of 38 ps. Coherence times of T25 3.0 ms have
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Figure 4 | Reconstructed evolution of the Bloch vector. The curves trace
out the tip of the Bloch vector in the one-pulse (Rabi oscillation) experiment
over the range of rotation angles 0#H# 3p. The colour scale indicates the
length of the Bloch vector, which shrinks exponentially with H. Views are
from the perspective of the x axis (a) and the2y axis (b) of the Bloch sphere.
The rotation angle and the length of the Bloch vector are extracted from the
extrema of the Rabi oscillation data shown in Fig. 3, and the azimuthal
position of the Bloch vector is determined from the phase of the Ramsey
fringes shown in Fig. 5.
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Figure 5 | Experimental demonstration of Ramsey fringes. a, Ramsey
interference for a pair of p/2 pulses, showing photon count rate as a function
of the time delay between pulses. b, Ramsey fringes for a pair of p pulses. The
data in a and b are fitted to an exponentially decaying sinusoid with a linear
offset (see Supplementary Information for details). c, Photon count rate is
colour-mapped as a function of rotation angle, H, and delay time between
pulses, t. d, The amplitude of Ramsey fringes for various rotation angles.
Fringe amplitudes are determined by fitting the data shown in c with
decaying sinusoids.
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in the excited states during the rotation pulse. A four-level master-
equation simulation of stimulated Raman scattering with no adjust-
able parameters and no decoherence processes (see Supplementary
Information) produces oscillations that are well fit by H ! P0:65

RP , in
reasonable agreement with experiment.

The amplitude of the Rabi oscillations shrinks owing to incoherent
processes such as trion dephasing. This may be understood as a
decrease of the length of the Bloch vector of the two-state system
as H increases. This decreasing length is well fit (excluding the first
data point) by an empirical exponential decay proportional to
exp(2H/8.6p), as shown in Fig. 3c. These incoherent processes trans-
form the virtual population in the excited states during the rotation
pulse into real population, which contributes to the photon count
rate as background noise. The increasing background is responsible
for the overall upwards slope of the data in Fig. 3a.

The experimentally determined trajectory of the Bloch vector as it
undergoes Rabi oscillations is parametrically plotted in Fig. 4 as a
function of rotation pulse power. The methods we used to generate
this trajectory are described in the Supplementary Information. For
small rotation angles H= p, the vector rotates about a tilted axis
because the Larmor precession frequency, de, is non-negligible in
comparison with the effective Rabi frequency, Veff. This tilted axis
of rotation causes the reduction in height of the first peak in Fig. 3a
and the lowering of the first oscillation amplitude in Fig. 3c. For
larger rotation angles,Veff? de and the rotation is very nearly about
the x axis.

Rabi oscillations demonstrate the rotation of a qubit by an arbit-
rary angle about a single axis, that is, U(1) control. Full control over
the Bloch sphere (SU(2) control) requires rotation about a second
axis. The natural Larmor precession of the spin about the z axis
accomplishes this rotation, and can be investigated using Ramsey
interferometry.

In a Ramsey interferometer, the spin population is measured follow-
ing a pair of p/2 rotations about the x axis separated by a variable free
precessionof timetabout thezaxis.Ramsey fringesare shown inFig. 5a.
The fringe amplitude decays with a time constant T !

2 5 185ps. This
small time constant is a consequence of the optical pumping laser
remaining on between the two rotation pulses, and could be increased
by switching the optical pump off between pulses using a fast electro-
optic modulator. We determine the electron g-factor magnitude to be
jgej5 0.267 from the Larmor frequencyde/2p5 26.3GHz. To estimate
the fidelity of each p/2 pulse, we assume that the Bloch vector initially
has length L05 0.83 (determined from our initialization fidelity of
92%) and is directed towards the south pole of the Bloch sphere, and
that it shrinks in length by a factor ofDp/2 with each pulse. The Bloch
vector length after twopulses is thusL0D

2
p=2, and thepopulation in state

j#æ oscillates between (1 z L0D
2
p=2)=2 and (1 { L0D

2
p=2)=2 with a

Larmor period of 2p/de. The fidelity of each rotation is then given by
(11Dp/2)/2.We estimate the fidelity by considering the Ramsey fringe

amplitude at the shortest measured delay time (see Supplementary
Information for details). This gives a p/2 pulse fidelity of Fp/25 94%.

To investigate the quality of our p pulses, we perform a similar
experiment with two p pulses separated by a variable time delay, as
shown in Fig. 5b. Ideally, the signal would remain constant at
L0(1 { D2

p)=2 with no oscillations. The signal shows an overall
upwards slope, again due to the optical pump remaining on between
the two p pulses and pumping population from the j#æ state into
j"#, Yæ where it is later detected. Small oscillations remain in the
signal because our p pulse is not exactly around the x axis, as dis-
cussed earlier. We estimate from the phase of these remaining fringes
that our p pulse rotates the spin about a vector tilted 0.17 rad from
the x axis. If we simplymodel the rotation pulse as a rectangular pulse
with constant frequency Veff applied over 4 ps, we would expect to
rotate around an axis tilted by roughly de/Veff5 0.21 rad, in reas-
onable agreement with experiment. By comparing the length and
orientation of the Bloch vector after our p pulse with a unit vector
in the direction of the north pole of the Bloch sphere, we estimate our
p pulse fidelity to be roughly Fp5 91%.

To construct a general SU(2) single-qubit gate, we may adjust the
intensities of the first and second rotation pulses and the precession
duration, t, thus applying three rotations through Euler angles about
the x, z and x axes. In Fig. 5c we explore the entire surface of the Bloch
sphere by varying the rotation angle of both rotation pulses as well as
the delay time t. The fringe amplitude is shown as a function of
rotation angle in Fig. 5d. High-contrast Ramsey fringes are visible
when each rotation angle is a half-integer multiple of p, and the
fringes vanish when each rotation angle is an integer multiple of p.

In conclusion, we have demonstrated the optical initialization,
rotation by arbitrary angle, and projective measurement of an elec-
tron spin in a quantum dot. This forms a complete set of all-optical
single-qubit operations. A single-qubit gate, consisting of three inde-
pendent rotations about different axes, is accomplished in less than
one Larmor period of 38 ps. Coherence times of T25 3.0 ms have
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Figure 4 | Reconstructed evolution of the Bloch vector. The curves trace
out the tip of the Bloch vector in the one-pulse (Rabi oscillation) experiment
over the range of rotation angles 0#H# 3p. The colour scale indicates the
length of the Bloch vector, which shrinks exponentially with H. Views are
from the perspective of the x axis (a) and the2y axis (b) of the Bloch sphere.
The rotation angle and the length of the Bloch vector are extracted from the
extrema of the Rabi oscillation data shown in Fig. 3, and the azimuthal
position of the Bloch vector is determined from the phase of the Ramsey
fringes shown in Fig. 5.

P
ho

to
n 

co
un

t r
at

e 
(a

.u
.)

3

2

1

0

a b

0 50 100 150 200 50 100 150 200

π/2
!

π/2 π π
!

Time delay, ! (ps)

Ti
m

e 
de

la
y,

 !
 (p

s) 100

80

60

40

0.0 0.5π 1.0π 1.5π 2.0π 2.5π 3.0π

3

2

1

0

Rotation angle,

P
hoton count rate (a.u.)

Fr
in

ge
am

pl
itu

de
 (a

.u
.)

2

1

0
0.0 0.5π 1.0π 1.5π 2.0π 2.5π 3.0π

Θ

c

d

Figure 5 | Experimental demonstration of Ramsey fringes. a, Ramsey
interference for a pair of p/2 pulses, showing photon count rate as a function
of the time delay between pulses. b, Ramsey fringes for a pair of p pulses. The
data in a and b are fitted to an exponentially decaying sinusoid with a linear
offset (see Supplementary Information for details). c, Photon count rate is
colour-mapped as a function of rotation angle, H, and delay time between
pulses, t. d, The amplitude of Ramsey fringes for various rotation angles.
Fringe amplitudes are determined by fitting the data shown in c with
decaying sinusoids.
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in the excited states during the rotation pulse. A four-level master-
equation simulation of stimulated Raman scattering with no adjust-
able parameters and no decoherence processes (see Supplementary
Information) produces oscillations that are well fit by H ! P0:65

RP , in
reasonable agreement with experiment.

The amplitude of the Rabi oscillations shrinks owing to incoherent
processes such as trion dephasing. This may be understood as a
decrease of the length of the Bloch vector of the two-state system
as H increases. This decreasing length is well fit (excluding the first
data point) by an empirical exponential decay proportional to
exp(2H/8.6p), as shown in Fig. 3c. These incoherent processes trans-
form the virtual population in the excited states during the rotation
pulse into real population, which contributes to the photon count
rate as background noise. The increasing background is responsible
for the overall upwards slope of the data in Fig. 3a.

The experimentally determined trajectory of the Bloch vector as it
undergoes Rabi oscillations is parametrically plotted in Fig. 4 as a
function of rotation pulse power. The methods we used to generate
this trajectory are described in the Supplementary Information. For
small rotation angles H= p, the vector rotates about a tilted axis
because the Larmor precession frequency, de, is non-negligible in
comparison with the effective Rabi frequency, Veff. This tilted axis
of rotation causes the reduction in height of the first peak in Fig. 3a
and the lowering of the first oscillation amplitude in Fig. 3c. For
larger rotation angles,Veff? de and the rotation is very nearly about
the x axis.

Rabi oscillations demonstrate the rotation of a qubit by an arbit-
rary angle about a single axis, that is, U(1) control. Full control over
the Bloch sphere (SU(2) control) requires rotation about a second
axis. The natural Larmor precession of the spin about the z axis
accomplishes this rotation, and can be investigated using Ramsey
interferometry.

In a Ramsey interferometer, the spin population is measured follow-
ing a pair of p/2 rotations about the x axis separated by a variable free
precessionof timetabout thezaxis.Ramsey fringesare shown inFig. 5a.
The fringe amplitude decays with a time constant T !

2 5 185ps. This
small time constant is a consequence of the optical pumping laser
remaining on between the two rotation pulses, and could be increased
by switching the optical pump off between pulses using a fast electro-
optic modulator. We determine the electron g-factor magnitude to be
jgej5 0.267 from the Larmor frequencyde/2p5 26.3GHz. To estimate
the fidelity of each p/2 pulse, we assume that the Bloch vector initially
has length L05 0.83 (determined from our initialization fidelity of
92%) and is directed towards the south pole of the Bloch sphere, and
that it shrinks in length by a factor ofDp/2 with each pulse. The Bloch
vector length after twopulses is thusL0D

2
p=2, and thepopulation in state

j#æ oscillates between (1 z L0D
2
p=2)=2 and (1 { L0D

2
p=2)=2 with a

Larmor period of 2p/de. The fidelity of each rotation is then given by
(11Dp/2)/2.We estimate the fidelity by considering the Ramsey fringe

amplitude at the shortest measured delay time (see Supplementary
Information for details). This gives a p/2 pulse fidelity of Fp/25 94%.

To investigate the quality of our p pulses, we perform a similar
experiment with two p pulses separated by a variable time delay, as
shown in Fig. 5b. Ideally, the signal would remain constant at
L0(1 { D2

p)=2 with no oscillations. The signal shows an overall
upwards slope, again due to the optical pump remaining on between
the two p pulses and pumping population from the j#æ state into
j"#, Yæ where it is later detected. Small oscillations remain in the
signal because our p pulse is not exactly around the x axis, as dis-
cussed earlier. We estimate from the phase of these remaining fringes
that our p pulse rotates the spin about a vector tilted 0.17 rad from
the x axis. If we simplymodel the rotation pulse as a rectangular pulse
with constant frequency Veff applied over 4 ps, we would expect to
rotate around an axis tilted by roughly de/Veff5 0.21 rad, in reas-
onable agreement with experiment. By comparing the length and
orientation of the Bloch vector after our p pulse with a unit vector
in the direction of the north pole of the Bloch sphere, we estimate our
p pulse fidelity to be roughly Fp5 91%.

To construct a general SU(2) single-qubit gate, we may adjust the
intensities of the first and second rotation pulses and the precession
duration, t, thus applying three rotations through Euler angles about
the x, z and x axes. In Fig. 5c we explore the entire surface of the Bloch
sphere by varying the rotation angle of both rotation pulses as well as
the delay time t. The fringe amplitude is shown as a function of
rotation angle in Fig. 5d. High-contrast Ramsey fringes are visible
when each rotation angle is a half-integer multiple of p, and the
fringes vanish when each rotation angle is an integer multiple of p.

In conclusion, we have demonstrated the optical initialization,
rotation by arbitrary angle, and projective measurement of an elec-
tron spin in a quantum dot. This forms a complete set of all-optical
single-qubit operations. A single-qubit gate, consisting of three inde-
pendent rotations about different axes, is accomplished in less than
one Larmor period of 38 ps. Coherence times of T25 3.0 ms have
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Figure 4 | Reconstructed evolution of the Bloch vector. The curves trace
out the tip of the Bloch vector in the one-pulse (Rabi oscillation) experiment
over the range of rotation angles 0#H# 3p. The colour scale indicates the
length of the Bloch vector, which shrinks exponentially with H. Views are
from the perspective of the x axis (a) and the2y axis (b) of the Bloch sphere.
The rotation angle and the length of the Bloch vector are extracted from the
extrema of the Rabi oscillation data shown in Fig. 3, and the azimuthal
position of the Bloch vector is determined from the phase of the Ramsey
fringes shown in Fig. 5.
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Figure 5 | Experimental demonstration of Ramsey fringes. a, Ramsey
interference for a pair of p/2 pulses, showing photon count rate as a function
of the time delay between pulses. b, Ramsey fringes for a pair of p pulses. The
data in a and b are fitted to an exponentially decaying sinusoid with a linear
offset (see Supplementary Information for details). c, Photon count rate is
colour-mapped as a function of rotation angle, H, and delay time between
pulses, t. d, The amplitude of Ramsey fringes for various rotation angles.
Fringe amplitudes are determined by fitting the data shown in c with
decaying sinusoids.

LETTERS NATURE |Vol 456 | 13 November 2008

220
 ©2008 Macmillan Publishers Limited. All rights reserved





Quantum computation with quantum dots

Daniel Loss1,2,* and David P. DiVincenzo1,3,†
1Institute for Theoretical Physics, University of California, Santa Barbara, Santa Barbara, California 93106-4030

2Department of Physics and Astronomy, University of Basel, Klingelbergstrasse 82, 4056 Basel, Switzerland
3IBM Research Division, T.J. Watson Research Center, P.O. Box 218, Yorktown Heights, New York 10598

!Received 9 January 1997; revised manuscript received 22 July 1997"

We propose an implementation of a universal set of one- and two-quantum-bit gates for quantum compu-

tation using the spin states of coupled single-electron quantum dots. Desired operations are effected by the

gating of the tunneling barrier between neighboring dots. Several measures of the gate quality are computed

within a recently derived spin master equation incorporating decoherence caused by a prototypical magnetic

environment. Dot-array experiments that would provide an initial demonstration of the desired nonequilibrium

spin dynamics are proposed. #S1050-2947!98"04501-6$

PACS number!s": 03.67.Lx, 89.70.!c, 75.10.Jm, 89.80.!h

I. INTRODUCTION

The work of the past several years has greatly clarified

both the theoretical potential and the experimental challenges

of quantum computation #1$. In a quantum computer the
state of each bit is permitted to be any quantum-mechanical
state of a qubit !quantum bit, or two-level quantum system".
Computation proceeds by a succession of ‘‘two-qubit quan-
tum gates’’ #2$, coherent interactions involving specific pairs
of qubits, by analogy to the realization of ordinary digital
computation as a succession of Boolean logic gates. It is now
understood that the time evolution of an arbitrary quantum
state is intrinsically more powerful computationally than the
evolution of a digital logic state !the quantum computation
can be viewed as a coherent superposition of digital compu-
tations proceeding in parallel".
Shor has shown #3$ how this parallelism may be exploited

to develop polynomial-time quantum algorithms for compu-
tational problems, such as prime factoring, which have pre-
viously been viewed as intractable. This has sparked inves-
tigations into the feasibility of the actual physical
implementation of quantum computation. Achieving the con-
ditions for quantum computation is extremely demanding,
requiring precision control of Hamiltonian operations on
well-defined two-level quantum systems and a very high de-
gree of quantum coherence #4$. In ion-trap systems #5$ and
cavity quantum electrodynamic experiments #6$, quantum
computation at the level of an individual two-qubit gate has
been demonstrated; however, it is unclear whether such
atomic-physics implementations could ever be scaled up to
do truly large-scale quantum computation, and some have
speculated that solid-state physics, the scientific mainstay of
digital computation, would ultimately provide a suitable
arena for quantum computation as well. The initial realiza-
tion of the model that we introduce here would correspond to
only a modest step towards the realization of quantum com-
puting, but it would at the same time be a very ambitious
advance in the study of controlled nonequilibrium spin dy-

namics of magnetic nanosystems and could point the way
towards more extensive studies to explore the large-scale
quantum dynamics envisioned for a quantum computer.

II. QUANTUM-DOT IMPLEMENTATION

OF TWO-QUBIT GATES

In this paper we develop a detailed scenario for how
quantum computation may be achieved in a coupled
quantum-dot system #7$. In our model the qubit is realized as
the spin of the excess electron on a single-electron quantum
dot; see Fig. 1. We introduce here a mechanism for two-
qubit quantum-gate operation that operates by a purely elec-

*Electronic address: loss@ubaclu.unibas.ch
†Electronic address: divince@watson.ibm.com

FIG. 1. !a" Schematic top view of two coupled quantum dots

labeled 1 and 2, each containing one excess electron (e) with spin

1/2. The tunnel barrier between the dots can be raised or lowered by

setting a gate voltage ‘‘high’’ !solid equipotential contour" or
‘‘low’’ !dashed equipotential contour". In the low state virtual tun-
neling !dotted line" produces a time-dependent Heisenberg ex-
change J(t). Hopping to an auxiliary ferromagnetic dot !FM" pro-
vides one method of performing single-qubit operations. Tunneling

(T) to the paramagnetic dot !PM" can be used as a POV read out
with 75% reliability; spin-dependent tunneling !through ‘‘spin

valve’’ SV" into dot 3 can lead to spin measurement via an elec-
trometer E. !b" Proposed experimental setup for initial test of swap-
gate operation in an array of many noninteracting quantum-dot

pairs. The left column of dots is initially unpolarized, while the

right one is polarized; this state can be reversed by a swap operation

#see Eq. !31"$.
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right one is polarized; this state can be reversed by a swap operation

#see Eq. !31"$.
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Driven coherent oscillations of a single
electron spin in a quantum dot
F. H. L. Koppens1, C. Buizert1, K. J. Tielrooij1, I. T. Vink1, K. C. Nowack1, T. Meunier1, L. P. Kouwenhoven1

& L. M. K. Vandersypen1

The ability to control the quantum state of a single electron spin in a quantum dot is at the heart of recent developments
towards a scalable spin-based quantum computer. In combination with the recently demonstrated controlled exchange
gate between two neighbouring spins, driven coherent single spin rotations would permit universal quantum operations.
Here, we report the experimental realization of single electron spin rotations in a double quantum dot. First, we apply a
continuous-wave oscillating magnetic field, generated on-chip, and observe electron spin resonance in spin-dependent
transport measurements through the two dots. Next, we coherently control the quantum state of the electron spin by
applying short bursts of the oscillating magnetic field and observe about eight oscillations of the spin state (so-called
Rabi oscillations) during a microsecond burst. These results demonstrate the feasibility of operating single-electron
spins in a quantum dot as quantum bits.

The use of quantum mechanical superposition states and entangle-
ment in a computer can theoretically solve important mathematical
and physical problems much faster than classical computers1,2.
However, the realization of such a quantum computer represents a
formidable challenge, because it requires fast and precise control of
fragile quantum states. The prospects for accurate quantum control
in a scalable system are thus being explored in a rich variety of
physical systems, ranging from nuclear magnetic resonance and ion
traps to superconducting devices3.
Electron spin states were identified early on as an attractive

realization of a quantum bit4, because they are relatively robust
against decoherence (uncontrolled interactions with the environ-
ment). Advances in the field of semiconductor quantum dots have
made this system very fruitful as a host for the electron spin. Since
Loss and DiVincenzo’s proposal5 on electron spin qubits in quantum
dots in 1998, many of the elements necessary for quantum compu-
tation have been realized experimentally. It is now routine to isolate
with certainty a single electron in each of two coupled quantum
dots6–9. The spin of this electron can be reliably initialized to the
ground state, spin-up, via optical pumping10 or by thermal equili-
bration at sufficiently low temperatures and strong static magnetic
fields (for example, T ¼ 100mK and B ext ¼ 1 T). The spin states are
also very long-lived, with relaxation times of the order of milli-
seconds11–13. Furthermore, a lower bound on the spin coherence time
exceeding 1ms was established, using spin-echo techniques on a two-
electron system14. These long relaxation and coherence times are
possible in part because the magnetic moment of a single electron
spin is so weak. On the other hand, this property makes read-out and
manipulation of single spins particularly challenging. By combining
spin-to-charge conversion with real-time single-charge detec-
tion15–17, it has nevertheless been possible to accomplish single-shot
read-out of spin states in a quantum dot13,18.
The next major achievement was the observation of the coherent

exchange of two electron spins in a double dot system, controlled by
fast electrical switching of the tunnel coupling between the two
quantum dots14. Finally, free evolution of a single electron spin about

a static magnetic field (Larmor precession) has been observed, via
optical pump–probe experiments19,20. The only missing ingredient
for universal quantum computation with spins in dots remained the
demonstration of driven coherent spin rotations (Rabi oscillations)
of a single electron spin.
The most commonly used technique for inducing spin flips is

electron spin resonance (ESR)21. ESR is the physical process whereby
electron spins are rotated by an oscillating magnetic field B ac (with
frequency f ac) that is resonant with the spin precession frequency in
an external magnetic field B ext, oriented perpendicularly to B ac

(hf ac ¼ gmBB ext, where mB is the Bohr magneton and g the electron
spin g-factor). Magnetic resonance of a single electron spin in a solid
has been reported in a few specific cases22–24, but has never been
realized in semiconductor quantum dots. Detecting ESR in a single
quantum dot is conceptually simple25, but experimentally difficult to
realize, as it requires a strong, high-frequency magnetic field at low
temperature, while accompanying alternating electric fields must be
minimized. Alternative schemes for driven rotations of a spin in a dot
have been proposed, based on optical excitation26 or electrical
control27–29, but this is perhaps even more challenging and has not
been accomplished either.
Here, we demonstrate the ability to control the spin state of a single

electron confined in a double quantum dot via ESR. In a double dot
system, spin-flips can be detected through the transition of an
electron from one dot to the other30,31 rather than between a dot
and a reservoir, as would be the case for a single dot. This has the
advantage that there is no need for the electron spin Zeeman splitting
(used in a single dot for spin-selective tunnelling) to exceed the
temperature of the electron reservoirs (,100mK; the phonon
temperature was ,40mK). The experiment can thus be performed
at a smaller static magnetic field, and consequently with lower,
technically less demanding, excitation frequencies. Furthermore, by
applying a large bias voltage across the double dot, the spin detection
can bemademuch less sensitive to electric fields than is possible in the
single-dot case (electric fields can cause photon-assisted tunnelling;
see Supplementary Discussion). Finally, in a double dot, single-spin
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operations can in future experiments be combined with two-qubit
operations to realize universal quantum gates5, and with spin read-out
to demonstrate entanglement32,33.

Device and ESR detection concept
Two coupled semiconductor quantum dots are defined by surface
gates (Fig. 1a) on top of a two-dimensional electron gas. By applying
the appropriate negative voltages to the gates the dots can be tuned to
the few-electron regime8. The oscillating magnetic field that drives
the spin transitions is generated by applying a radio-frequency (RF)
signal to an on-chip coplanar stripline (CPS) which is terminated in a
narrow wire, positioned near the dots and separated from the surface
gates by a 100-nm-thick dielectric (Fig. 1b). The current through the
wire generates an oscillating magnetic field B ac at the dots, perpen-
dicular to the static external field B ext and slightly stronger in the left
dot than in the right dot (see Supplementary Fig. S1).
To detect the ESR-induced spin rotations, we use electrical trans-

port measurements through the two dots in series in the spin
blockade regime where current flow depends on the relative spin
state of the electrons in the two dots30,34. In brief, the device is
operated so that current is blocked owing to spin blockade, but this
blockade is lifted if the ESR condition (hf ac ¼ gmBB ext) is satisfied.

This spin blockade regime is accessed by tuning the gate voltages
such that one electron always resides in the right dot, and a second
electron can tunnel from the left reservoir to the left dot (Fig. 1c and
Supplementary Fig. S2). If this electron forms a double-dot singlet
state with the electron in the right dot (S ¼ " # 2 # "; normalization
omitted for brevity), it is possible for the left electron to move to the
right dot, and then to the right lead (leaving behind an electron in the
right dot with spin " or spin # ), since the right dot singlet state is
energetically accessible. If, however, the two electrons form a double-
dot triplet state, the left electron cannotmove to the right dot because
the right dot’s triplet state is much higher in energy. The electron also
cannot move back to the lead and therefore further current flow is
blocked as soon as any of the (double-dot) triplet states is formed.

Role of the nuclear spin bath for ESR detection
In fact, the situation is more complex, because each of the two spins
experiences a randomly oriented and fluctuating effective nuclear
field of,1–3mT (refs 35, 36). This nuclear field, BN, arises from the
hyperfine interaction of the electron spins with the Ga and As nuclear
spins in the host material, and is in general different in the two dots,
with a difference of DBN. At zero external field and for sufficiently
small double dot singlet–triplet splitting (see Supplementary Fig.
S2d), the inhomogeneous component of the nuclear field causes all
three triplet states (T0, Tþ and T2) to be admixed with the singlet S
(for example, T0 ¼ " # þ # " evolves into S ¼ " #2 # " due to DBN,z,
and Tþ¼ " " and T2¼ # # evolve into S owing to DBN,x). As a result,
spin blockade is lifted. For Bext ..

ffiffiffiffiffiffiffiffiffi
kB2

Nl
p

, however, the Tþ and T2

states split off in energy, which makes hyperfine-induced admixing
between T^and S ineffective (T0 and S remain admixed; see Fig. 2a).
Here spin blockade does occur, whenever a state with parallel spins
( " " or # #) becomes occupied.
ESR is then detected as follows (see Fig. 1c). An oscillating

magnetic field resonant with the Zeeman splitting can flip the spin
in the left or the right dot. Starting from " " or # #, the spin state then
changes to " # (or # "). If both spins are flipped, transitions occur
between " " and # # via the intermediate state "^#ffiffi

2
p "^#ffiffi

2
p . In both cases,

states with anti-parallel spins (S z ¼ 0) are created owing to ESR.
Expressed in the singlet-triplet measurement basis, " # or # " is a
superposition of the T0 and S state ( " # ¼ T0 þ S). For the singlet
component of this state, the left electron can transition immediately to
the right dot and from there to the right lead. The T0 component first
evolves into a singlet due to the nuclear field and then the left electron
can move to the right dot as well. Thus whenever the spins are anti-
parallel, one electron chargemoves through the dots. If such transitions
from parallel to anti-parallel spins are induced repeatedly at a suffi-
ciently high rate, a measurable current flows through the two dots.

ESR spectroscopy
The resonant ESR response is clearly observed in the transport
measurements as a function of magnetic field (Fig. 2a, b), where
satellite peaks develop at the resonant field B ext ¼ ^ hf ac /gmB when
the RF source is turned on (the zero-field peak arises from the
inhomogeneous nuclear field, which admixes all the triplets with the
singlet36,37). The key signature of ESR is the linear dependence of the
satellite peak location on the RF frequency, which is clearly seen in
the data of Fig. 2c, where the RF frequency is varied from 10 to
750MHz. From a linear fit through the top of the peaks we obtain a g-
factor with modulus 0.35 ^ 0.01, which lies within the range of
reported values for confined electron spins in GaAs quantum
dots11,38–40. We also verified explicitly that the resonance we observe
is magnetic in origin and not caused by the electric field that the CPS
generates as well; negligible response was observed when RF power is
applied to the right side gate, generatingmostly a RF electric field (see
Supplementary Fig. S3).
The amplitude of the peaks in Fig. 2b increases linearly with RF

power (,B ac
2 ) before saturation occurs, as predicted25 (Fig. 2b, inset).

The ESR satellite peak is expected to be broadened by either the

Figure 1 | Device and ESR detection scheme. a, Scanning electron
microscope (SEM) image of a device with the same gate pattern as used in
the experiment. The Ti/Au gates are deposited on top of a GaAs/AlGaAs
heterostructure containing a two-dimensional electron gas 90 nm below the
surface. White arrows indicate current flow through the two coupled dots
(dotted circles). The right side gate is fitted with a homemade bias-tee (rise
time 150 ps) to allow fast pulsing of the dot levels. b, SEM image of a device
similar to the one used in the experiment. The termination of the coplanar
stripline is visible on top of the gates. The gold stripline has a thickness of
400 nm and is designed to have a 50Q characteristic impedance,Z0, up to the
shorted termination. It is separated from the gate electrodes by a 100-nm-
thick dielectric (Calixerene)50. c, Diagrams illustrating the transport cycle in
the spin blockade regime. This cycle can be described via the occupations
(m,n) of the left and right dots as (0,1) ! (1,1) ! (0,2) ! (0,1). When an
electron enters the left dot (with rate GL) starting from (0,1), the two-
electron system that is formed can be either a singlet S(1,1) or a triplet
T(1,1). From S(1,1), further current flow is possible via a transition to S(0,2)
(with rate Gm). When the system is in T(1,1), current is blocked unless this
state is coupled to S(1,1). For T0, this coupling is provided by the
inhomogeneous nuclear fieldDBN. For Tþor T2, ESR causes a transition to
" # or # ", which contains a S(1,1) component and a T0 component (which is
in turn coupled to S(1,1) by the nuclear field).
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excitation amplitude B ac or incoherent processes, like cotunnelling,
inelastic transitions (to the S(0,2) state) or the statistical fluctuations
in the nuclear field, whichever of the four has the largest contri-
bution. No dependence of the width on RF power was found within
the experimentally accessible range (B ac , 2mT). Furthermore, we
suspect that the broadening is not dominated by cotunnelling or
inelastic transitions because the corresponding rates are smaller than
the observed broadening (see Supplementary Figs S4b and S2d). The
observed ESR peaks are steeper on the flanks and broader than
expected from the nuclear field fluctuations. In many cases, the peak
width and position are even hysteretic in the sweep direction,
suggesting that the resonance condition is shifted during the field
sweep.We speculate that dynamic nuclear polarization due to feedback
of the electron transport on the nuclear spins plays a central part here37.

Coherent Rabi oscillations
Following the observation of magnetically induced spin flips, we next
test whether we can also coherently rotate the spin by applying RF
bursts with variable length. In contrast to the continuous-wave
experiment, where detection and spin rotation occur at the same
time, we pulse the system into Coulomb blockade during the spin
manipulation. This eliminates decoherence induced by tunnel events
from the left to the right dot during the spin rotations. The
experiment consists of three stages (Fig. 3): initialization through
spin blockade in a statistical mixture of " " and # #, manipulation by
a RF burst in Coulomb blockade, and detection by pulsing back for
projection (onto S(0,2)) and tunnelling to the lead. When one of the
electrons is rotated over (2n þ 1)p (with integer n), the two-electron
state evolves to " # (or # "), giving a maximum contribution to the
current (as before, when the two spins are anti-parallel, one electron
charge moves through the dots). However, no electron flow is
expected after rotations of 2pn, where one would find two parallel
spins in the two dots after the RF burst.
We observe that the dot current oscillates periodically with the RF

burst length (Fig. 4). This oscillation indicates that we performed
driven, coherent electron spin rotations, or Rabi oscillations. A key
characteristic of the Rabi process is a linear dependence of the Rabi
frequency on the RF burst amplitude, B ac (fRabi ¼ gmBB1/h with
B1 ¼ B ac/2 due to the rotating wave approximation). We verify this
by extracting the Rabi frequency from a fit of the current oscillations
of Fig. 4b with a sinusoid, which gives the expected linear behaviour

Figure 2 | ESR spin state spectroscopy. a, Energy diagram showing the
relevant eigenstates of twoelectron spins inadouble-dot, subject to an external
magnetic field and nuclear fields. Because the nuclear field is generally
inhomogeneous, the Zeeman energy is different in the two dots and results
therefore in a different energy for " # and # ". ESR turns the spin states " " and
# # into " # or # ", depending on the nuclear fields in the two dots. The yellow
bandsdenotetherangesinB extwherespinblockadeis lifted(by thenuclearfield
or ESR) and current will flow through the dots. b, Current measured through
the double-dot in the spinblockade regime, with (red trace, offset by 100 fA for
clarity)andwithout(bluetrace)aRFmagneticfield.Satellitepeaksappearasthe
external magnetic field is swept through the spin resonance condition. Each
measurement point is averaged for one second, and is therefore expected to
representanaverageresponseovermanynuclearconfigurations.TheRFpower
Papplied to theCPS isestimated fromthepowerapplied tothecoax lineandthe
attenuation in the lines. Inset, satellite peak height versus RF power
(f ¼ 408MHz, Bext ¼ 70mT, taken at slightly different gate voltage settings).
The current isnormalized to the current atB ext ¼ 0 ( ¼ I0).Unwantedelectric
fieldeffects are reducedbyapplying a compensating signal to the right side gate
with opposite phase as the signal on the stripline (see Supplementary Fig. S4).
This allowed us to obtain this curve up to relatively highRFpowers. c, Current
through the dots when sweeping the RF frequency and stepping themagnetic
field. The ESR satellite peak is already visible at a smallmagnetic field of 20mT
and RF excitation of 100MHz, and its location evolves linearly in field when
increasing the frequency. Forhigher frequencies the satellite peak is broadened
asymmetrically for certain sweeps, visible as vertical stripes.This broadening is
time dependent, hysteretic in sweep direction, and changes with the dot level
alignment. The horizontal line at 180MHz is due to a resonance in the
transmission line inside the dilution refrigerator.

Figure 3 | The control cycle for coherent manipulation of the electron
spin. During the ‘initialization’ stage the double-dot is tuned in the spin
blockade regime. Electrons will move from left to right until the system is
blocked with two parallel spins (either " " or # #; in the figure only the " "
case is shown). For the ‘manipulation’ stage, the right dot potential is pulsed
up so none of the levels in the right dot are accessible (Coulomb blockade),
and a RF burst with a variable duration is applied. ‘Read-out’ of the spin
state at the end of the manipulation stage is done by pulsing the right dot
potential back; electron tunnelling to the right lead will then take place only
if the spins were anti-parallel. The duration of the read-out and initialization
stages combined was 1 ms, long enough (1ms . .1/GL, 1/GM, 1/GR) to have
parallel spins in the dots at the end of the initialization stage with near
certainty (this is checked by signal saturation when the pulse duration is
prolonged). The duration of the manipulation stage is also held fixed at 1ms
to keep the number of pulses per second constant. The RF burst is applied
just before the read-out stage starts.
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(Fig. 4b, inset). From the fit we obtain B ac ¼ 0.59mT for a stripline
current ICPS of ,1mA, which agrees well with predictions from
numerical finite element simulations (see Supplementary Fig. S1).
The maximum B1 we could reach in the experiment before electric
field effects hindered the measurement was 1.9mT, corresponding to
p/2 rotations of only 27 ns (that is, a Rabi period of 108 ns, see Fig.
4b). If the accompanying electric fields from the stripline excitation
could be reduced in future experiments (for example, by improving
the impedance matching from coax to CPS), considerably faster Rabi
flopping should be attainable.
The oscillations in Fig. 4b remain visible throughout the entire

measurement range, up to 1 ms. This is striking, because the Rabi
period of,100 ns is much longer than the time-averaged coherence
time T2* of 10–20 ns (refs 14, 19, 35, 36) caused by the nuclear field
fluctuations. The slow damping of the oscillations is only possible
because the nuclear field fluctuates very slowly compared to the
timescale of spin rotations and because other mechanisms, such as

the spin-orbit interaction, disturb the electron spin coherence only
on even longer timescales13,41,42. We also note that the decay is not
exponential (grey line in Fig. 4a), which is related to the fact that the
nuclear bath is non-markovian (it has a long memory)43.

Theoretical model
To understand better the amplitudes and decay times of the oscil-
lations, we model the time evolution of the spins throughout the
burst duration. The model uses a hamiltonian that includes the
Zeeman splitting for the two spins and the RF field, which we take to
be of equal amplitude in both dots (SL and SR refer to the electron
spins in the left and right dot respectively):

H ¼gmBðBext þBL;NÞSL þ gmBðBext þBR;NÞSR

þ gmB cosðqtÞBacðSL þ SRÞ
where BL,N and BR,N correspond to a single frozen configuration of
the nuclear field in the left and right dot. This is justified because the
electron spin dynamics is much faster than the dynamics of the
nuclear system. From the resulting time evolution operator and
assuming that the initial state is a statistical mixture of " " and # #,
we can numerically obtain the probability for having anti-parallel
spins after the RF burst. This is also the probability that the left
electron tunnels to the right dot during the read-out stage.
In the current measurements of Fig. 4a, each data point is averaged

over 15 s, which presumably represents an average over many nuclear
configurations. We include this averaging over different nuclear
configurations in the model by taking 2,000 samples from a gaussian
distribution of nuclear fields (with standard deviation j¼

ffiffiffiffiffiffiffiffiffi
kB2

Nl
p

),
and computing the probability that an electron tunnels out after
the RF burst. When the electron tunnels, one or more additional
electrons, say m, may subsequently tunnel through before " " or # #
is formed and the current is blocked again. Takingm and j as fitting
parameters, we find good agreement with the data for m¼1.5 and
j ¼ 2.2 mT (solid black lines in Fig. 4a). This value for j is
comparable to that found in refs 35 and 36. The value found for m
is different from what we would expect from a simple picture where
all four spin states are formed with equal probability during the
initialization stage, which would give m ¼ 1. We do not understand
this discrepancy, but it could be due to different tunnel rates for "
and # or more subtle details in the transport cycle that we have
neglected in the model.

Time evolution of the spin states during RF bursts
We now discuss in more detail the time evolution of the two spins
during a RF burst. The resonance condition in each dot depends on
the effective nuclear field, which needs to be added vectorially to B ext.
Through their continuous reorientation, the nuclear spins will bring
the respective electron spins in the two dots on and off resonance as
time progresses.
When a RF burst is applied to two spins initially in " ", and is on-

resonance with the right spin only, the spins evolve as:

j " lj " l ! j " l j " lþ j # lffiffiffi
2

p ! j " lj # l !

j " l j " l2 j # lffiffiffi
2

p ! j " lj " l

When the RF burst is on-resonance with both spins, the time
evolution is:

j " lj " l ! j " lþ j # lffiffiffi
2

p j " lþ j # lffiffiffi
2

p ! j # lj # l !

j " l2 j # lffiffiffi
2

p j " l2 j # lffiffiffi
2

p ! j " lj " l

Figure 4 | Coherent spin rotations. a, The dot current—reflecting the spin
state at the end of the RF burst—oscillates as a function of RF burst length
(curves offset by 100 fA for clarity). The frequency of Bac is set at the spin
resonance frequency of 200MHz (B ext ¼ 41mT). The period of the
oscillation increases and is more strongly damped for decreasing RF power.
The RF power P applied to the CPS is estimated from the power applied to
the coax line and the attenuation in the lines and RF switch. From P, the
stripline current is calculated via the relation P¼ 1

2
ICPS
2

" #2
Z0 assuming

perfect reflection of the RF wave at the short. Each measurement point is
averaged over 15 s.We correct for a current offset which ismeasuredwith the
RF frequency off-resonance (280MHz). The solid lines are obtained from
numerical computation of the time evolution, as discussed in the text. The
grey line corresponds to an exponentially damped envelope. b, The
oscillating dot current (represented in colourscale) is displayed over a wide
range of RF powers (the sweep axis) and burst durations. The dependence of
the Rabi frequency fRabi on RF power is shown in the inset. fRabi is extracted
from a sinusoidal fit with the current oscillations from 10 to 500 ns for RF
powers ranging from 212.5 dBm up to 26 dBm.
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operations can in future experiments be combined with two-qubit
operations to realize universal quantum gates5, and with spin read-out
to demonstrate entanglement32,33.

Device and ESR detection concept
Two coupled semiconductor quantum dots are defined by surface
gates (Fig. 1a) on top of a two-dimensional electron gas. By applying
the appropriate negative voltages to the gates the dots can be tuned to
the few-electron regime8. The oscillating magnetic field that drives
the spin transitions is generated by applying a radio-frequency (RF)
signal to an on-chip coplanar stripline (CPS) which is terminated in a
narrow wire, positioned near the dots and separated from the surface
gates by a 100-nm-thick dielectric (Fig. 1b). The current through the
wire generates an oscillating magnetic field B ac at the dots, perpen-
dicular to the static external field B ext and slightly stronger in the left
dot than in the right dot (see Supplementary Fig. S1).
To detect the ESR-induced spin rotations, we use electrical trans-

port measurements through the two dots in series in the spin
blockade regime where current flow depends on the relative spin
state of the electrons in the two dots30,34. In brief, the device is
operated so that current is blocked owing to spin blockade, but this
blockade is lifted if the ESR condition (hf ac ¼ gmBB ext) is satisfied.

This spin blockade regime is accessed by tuning the gate voltages
such that one electron always resides in the right dot, and a second
electron can tunnel from the left reservoir to the left dot (Fig. 1c and
Supplementary Fig. S2). If this electron forms a double-dot singlet
state with the electron in the right dot (S ¼ " # 2 # "; normalization
omitted for brevity), it is possible for the left electron to move to the
right dot, and then to the right lead (leaving behind an electron in the
right dot with spin " or spin # ), since the right dot singlet state is
energetically accessible. If, however, the two electrons form a double-
dot triplet state, the left electron cannotmove to the right dot because
the right dot’s triplet state is much higher in energy. The electron also
cannot move back to the lead and therefore further current flow is
blocked as soon as any of the (double-dot) triplet states is formed.

Role of the nuclear spin bath for ESR detection
In fact, the situation is more complex, because each of the two spins
experiences a randomly oriented and fluctuating effective nuclear
field of,1–3mT (refs 35, 36). This nuclear field, BN, arises from the
hyperfine interaction of the electron spins with the Ga and As nuclear
spins in the host material, and is in general different in the two dots,
with a difference of DBN. At zero external field and for sufficiently
small double dot singlet–triplet splitting (see Supplementary Fig.
S2d), the inhomogeneous component of the nuclear field causes all
three triplet states (T0, Tþ and T2) to be admixed with the singlet S
(for example, T0 ¼ " # þ # " evolves into S ¼ " #2 # " due to DBN,z,
and Tþ¼ " " and T2¼ # # evolve into S owing to DBN,x). As a result,
spin blockade is lifted. For Bext ..
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, however, the Tþ and T2

states split off in energy, which makes hyperfine-induced admixing
between T^and S ineffective (T0 and S remain admixed; see Fig. 2a).
Here spin blockade does occur, whenever a state with parallel spins
( " " or # #) becomes occupied.
ESR is then detected as follows (see Fig. 1c). An oscillating

magnetic field resonant with the Zeeman splitting can flip the spin
in the left or the right dot. Starting from " " or # #, the spin state then
changes to " # (or # "). If both spins are flipped, transitions occur
between " " and # # via the intermediate state "^#ffiffi

2
p "^#ffiffi

2
p . In both cases,

states with anti-parallel spins (S z ¼ 0) are created owing to ESR.
Expressed in the singlet-triplet measurement basis, " # or # " is a
superposition of the T0 and S state ( " # ¼ T0 þ S). For the singlet
component of this state, the left electron can transition immediately to
the right dot and from there to the right lead. The T0 component first
evolves into a singlet due to the nuclear field and then the left electron
can move to the right dot as well. Thus whenever the spins are anti-
parallel, one electron chargemoves through the dots. If such transitions
from parallel to anti-parallel spins are induced repeatedly at a suffi-
ciently high rate, a measurable current flows through the two dots.

ESR spectroscopy
The resonant ESR response is clearly observed in the transport
measurements as a function of magnetic field (Fig. 2a, b), where
satellite peaks develop at the resonant field B ext ¼ ^ hf ac /gmB when
the RF source is turned on (the zero-field peak arises from the
inhomogeneous nuclear field, which admixes all the triplets with the
singlet36,37). The key signature of ESR is the linear dependence of the
satellite peak location on the RF frequency, which is clearly seen in
the data of Fig. 2c, where the RF frequency is varied from 10 to
750MHz. From a linear fit through the top of the peaks we obtain a g-
factor with modulus 0.35 ^ 0.01, which lies within the range of
reported values for confined electron spins in GaAs quantum
dots11,38–40. We also verified explicitly that the resonance we observe
is magnetic in origin and not caused by the electric field that the CPS
generates as well; negligible response was observed when RF power is
applied to the right side gate, generatingmostly a RF electric field (see
Supplementary Fig. S3).
The amplitude of the peaks in Fig. 2b increases linearly with RF

power (,B ac
2 ) before saturation occurs, as predicted25 (Fig. 2b, inset).

The ESR satellite peak is expected to be broadened by either the

Figure 1 | Device and ESR detection scheme. a, Scanning electron
microscope (SEM) image of a device with the same gate pattern as used in
the experiment. The Ti/Au gates are deposited on top of a GaAs/AlGaAs
heterostructure containing a two-dimensional electron gas 90 nm below the
surface. White arrows indicate current flow through the two coupled dots
(dotted circles). The right side gate is fitted with a homemade bias-tee (rise
time 150 ps) to allow fast pulsing of the dot levels. b, SEM image of a device
similar to the one used in the experiment. The termination of the coplanar
stripline is visible on top of the gates. The gold stripline has a thickness of
400 nm and is designed to have a 50Q characteristic impedance,Z0, up to the
shorted termination. It is separated from the gate electrodes by a 100-nm-
thick dielectric (Calixerene)50. c, Diagrams illustrating the transport cycle in
the spin blockade regime. This cycle can be described via the occupations
(m,n) of the left and right dots as (0,1) ! (1,1) ! (0,2) ! (0,1). When an
electron enters the left dot (with rate GL) starting from (0,1), the two-
electron system that is formed can be either a singlet S(1,1) or a triplet
T(1,1). From S(1,1), further current flow is possible via a transition to S(0,2)
(with rate Gm). When the system is in T(1,1), current is blocked unless this
state is coupled to S(1,1). For T0, this coupling is provided by the
inhomogeneous nuclear fieldDBN. For Tþor T2, ESR causes a transition to
" # or # ", which contains a S(1,1) component and a T0 component (which is
in turn coupled to S(1,1) by the nuclear field).
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operations can in future experiments be combined with two-qubit
operations to realize universal quantum gates5, and with spin read-out
to demonstrate entanglement32,33.

Device and ESR detection concept
Two coupled semiconductor quantum dots are defined by surface
gates (Fig. 1a) on top of a two-dimensional electron gas. By applying
the appropriate negative voltages to the gates the dots can be tuned to
the few-electron regime8. The oscillating magnetic field that drives
the spin transitions is generated by applying a radio-frequency (RF)
signal to an on-chip coplanar stripline (CPS) which is terminated in a
narrow wire, positioned near the dots and separated from the surface
gates by a 100-nm-thick dielectric (Fig. 1b). The current through the
wire generates an oscillating magnetic field B ac at the dots, perpen-
dicular to the static external field B ext and slightly stronger in the left
dot than in the right dot (see Supplementary Fig. S1).
To detect the ESR-induced spin rotations, we use electrical trans-

port measurements through the two dots in series in the spin
blockade regime where current flow depends on the relative spin
state of the electrons in the two dots30,34. In brief, the device is
operated so that current is blocked owing to spin blockade, but this
blockade is lifted if the ESR condition (hf ac ¼ gmBB ext) is satisfied.

This spin blockade regime is accessed by tuning the gate voltages
such that one electron always resides in the right dot, and a second
electron can tunnel from the left reservoir to the left dot (Fig. 1c and
Supplementary Fig. S2). If this electron forms a double-dot singlet
state with the electron in the right dot (S ¼ " # 2 # "; normalization
omitted for brevity), it is possible for the left electron to move to the
right dot, and then to the right lead (leaving behind an electron in the
right dot with spin " or spin # ), since the right dot singlet state is
energetically accessible. If, however, the two electrons form a double-
dot triplet state, the left electron cannotmove to the right dot because
the right dot’s triplet state is much higher in energy. The electron also
cannot move back to the lead and therefore further current flow is
blocked as soon as any of the (double-dot) triplet states is formed.

Role of the nuclear spin bath for ESR detection
In fact, the situation is more complex, because each of the two spins
experiences a randomly oriented and fluctuating effective nuclear
field of,1–3mT (refs 35, 36). This nuclear field, BN, arises from the
hyperfine interaction of the electron spins with the Ga and As nuclear
spins in the host material, and is in general different in the two dots,
with a difference of DBN. At zero external field and for sufficiently
small double dot singlet–triplet splitting (see Supplementary Fig.
S2d), the inhomogeneous component of the nuclear field causes all
three triplet states (T0, Tþ and T2) to be admixed with the singlet S
(for example, T0 ¼ " # þ # " evolves into S ¼ " #2 # " due to DBN,z,
and Tþ¼ " " and T2¼ # # evolve into S owing to DBN,x). As a result,
spin blockade is lifted. For Bext ..

ffiffiffiffiffiffiffiffiffi
kB2

Nl
p

, however, the Tþ and T2

states split off in energy, which makes hyperfine-induced admixing
between T^and S ineffective (T0 and S remain admixed; see Fig. 2a).
Here spin blockade does occur, whenever a state with parallel spins
( " " or # #) becomes occupied.
ESR is then detected as follows (see Fig. 1c). An oscillating

magnetic field resonant with the Zeeman splitting can flip the spin
in the left or the right dot. Starting from " " or # #, the spin state then
changes to " # (or # "). If both spins are flipped, transitions occur
between " " and # # via the intermediate state "^#ffiffi

2
p "^#ffiffi

2
p . In both cases,

states with anti-parallel spins (S z ¼ 0) are created owing to ESR.
Expressed in the singlet-triplet measurement basis, " # or # " is a
superposition of the T0 and S state ( " # ¼ T0 þ S). For the singlet
component of this state, the left electron can transition immediately to
the right dot and from there to the right lead. The T0 component first
evolves into a singlet due to the nuclear field and then the left electron
can move to the right dot as well. Thus whenever the spins are anti-
parallel, one electron chargemoves through the dots. If such transitions
from parallel to anti-parallel spins are induced repeatedly at a suffi-
ciently high rate, a measurable current flows through the two dots.

ESR spectroscopy
The resonant ESR response is clearly observed in the transport
measurements as a function of magnetic field (Fig. 2a, b), where
satellite peaks develop at the resonant field B ext ¼ ^ hf ac /gmB when
the RF source is turned on (the zero-field peak arises from the
inhomogeneous nuclear field, which admixes all the triplets with the
singlet36,37). The key signature of ESR is the linear dependence of the
satellite peak location on the RF frequency, which is clearly seen in
the data of Fig. 2c, where the RF frequency is varied from 10 to
750MHz. From a linear fit through the top of the peaks we obtain a g-
factor with modulus 0.35 ^ 0.01, which lies within the range of
reported values for confined electron spins in GaAs quantum
dots11,38–40. We also verified explicitly that the resonance we observe
is magnetic in origin and not caused by the electric field that the CPS
generates as well; negligible response was observed when RF power is
applied to the right side gate, generatingmostly a RF electric field (see
Supplementary Fig. S3).
The amplitude of the peaks in Fig. 2b increases linearly with RF

power (,B ac
2 ) before saturation occurs, as predicted25 (Fig. 2b, inset).

The ESR satellite peak is expected to be broadened by either the

Figure 1 | Device and ESR detection scheme. a, Scanning electron
microscope (SEM) image of a device with the same gate pattern as used in
the experiment. The Ti/Au gates are deposited on top of a GaAs/AlGaAs
heterostructure containing a two-dimensional electron gas 90 nm below the
surface. White arrows indicate current flow through the two coupled dots
(dotted circles). The right side gate is fitted with a homemade bias-tee (rise
time 150 ps) to allow fast pulsing of the dot levels. b, SEM image of a device
similar to the one used in the experiment. The termination of the coplanar
stripline is visible on top of the gates. The gold stripline has a thickness of
400 nm and is designed to have a 50Q characteristic impedance,Z0, up to the
shorted termination. It is separated from the gate electrodes by a 100-nm-
thick dielectric (Calixerene)50. c, Diagrams illustrating the transport cycle in
the spin blockade regime. This cycle can be described via the occupations
(m,n) of the left and right dots as (0,1) ! (1,1) ! (0,2) ! (0,1). When an
electron enters the left dot (with rate GL) starting from (0,1), the two-
electron system that is formed can be either a singlet S(1,1) or a triplet
T(1,1). From S(1,1), further current flow is possible via a transition to S(0,2)
(with rate Gm). When the system is in T(1,1), current is blocked unless this
state is coupled to S(1,1). For T0, this coupling is provided by the
inhomogeneous nuclear fieldDBN. For Tþor T2, ESR causes a transition to
" # or # ", which contains a S(1,1) component and a T0 component (which is
in turn coupled to S(1,1) by the nuclear field).
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ticles will depend on size due to quantum con-
finement effects.
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Coherent Control of a Single Electron
Spin with Electric Fields
K. C. Nowack,*† F. H. L. Koppens,† Yu. V. Nazarov, L. M. K. Vandersypen*

Manipulation of single spins is essential for spin-based quantum information processing. Electrical
control instead of magnetic control is particularly appealing for this purpose, because electric fields
are easy to generate locally on-chip. We experimentally realized coherent control of a single-
electron spin in a quantum dot using an oscillating electric field generated by a local gate.
The electric field induced coherent transitions (Rabi oscillations) between spin-up and spin-down
with 90° rotations as fast as ~55 nanoseconds. Our analysis indicated that the electrically induced
spin transitions were mediated by the spin-orbit interaction. Taken together with the recently
demonstrated coherent exchange of two neighboring spins, our results establish the feasibility of
fully electrical manipulation of spin qubits.

Spintronics and spin-based quantum infor-
mation processing provide the possibility
of adding new functionality to today’s elec-

tronic devices by using the electron spin in ad-

dition to the electric charge (1). In this context, a
key element is the ability to induce transitions
between the spin-up and spin-down states of a
localized electron spin and to prepare arbitrary
superpositions of these two basis states. This is
commonly accomplished by magnetic resonance,
whereby bursts of a resonant oscillating magnetic
field are applied (2). However, producing strong
oscillating magnetic fields in a semiconductor
device requires specially designed microwave

cavities (3) or microfabricated striplines (4),
and this has proven to be challenging. In
comparison, electric fields can be generated
much more easily, simply by exciting a local
gate electrode. In addition, this allows for
greater spatial selectivity, which is important
for local addressing of individual spins. It
would thus be highly desirable to control the
spin by means of electric fields.

Although electric fields do not couple di-
rectly to the electron spin, indirect coupling can
still be realized by placing the spin in a mag-
netic field gradient (5) or in a structure with a
spatially varying g tensor, or simply through spin-
orbit interaction, present in most semiconductor
structures (6, 7). Several of these mechanisms
have been used to electrically manipulate elec-
tron spins in two-dimensional electron systems
(8–11), but proposals for coherent electrical con-
trol at the level of a single spin (5, 12–15) have
so far remained unrealized.

We demonstrate coherent single spin rota-
tions induced by an oscillating electric field. The
electron is confined in a gate-defined quantum
dot (Fig. 1A), and we use an adjacent quantum
dot, containing one electron as well, for readout.
The ac electric field is generated through excita-
tion of one of the gates that form the dot, thereby
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ticles will depend on size due to quantum con-
finement effects.
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Coherent Control of a Single Electron
Spin with Electric Fields
K. C. Nowack,*† F. H. L. Koppens,† Yu. V. Nazarov, L. M. K. Vandersypen*

Manipulation of single spins is essential for spin-based quantum information processing. Electrical
control instead of magnetic control is particularly appealing for this purpose, because electric fields
are easy to generate locally on-chip. We experimentally realized coherent control of a single-
electron spin in a quantum dot using an oscillating electric field generated by a local gate.
The electric field induced coherent transitions (Rabi oscillations) between spin-up and spin-down
with 90° rotations as fast as ~55 nanoseconds. Our analysis indicated that the electrically induced
spin transitions were mediated by the spin-orbit interaction. Taken together with the recently
demonstrated coherent exchange of two neighboring spins, our results establish the feasibility of
fully electrical manipulation of spin qubits.

Spintronics and spin-based quantum infor-
mation processing provide the possibility
of adding new functionality to today’s elec-

tronic devices by using the electron spin in ad-

dition to the electric charge (1). In this context, a
key element is the ability to induce transitions
between the spin-up and spin-down states of a
localized electron spin and to prepare arbitrary
superpositions of these two basis states. This is
commonly accomplished by magnetic resonance,
whereby bursts of a resonant oscillating magnetic
field are applied (2). However, producing strong
oscillating magnetic fields in a semiconductor
device requires specially designed microwave

cavities (3) or microfabricated striplines (4),
and this has proven to be challenging. In
comparison, electric fields can be generated
much more easily, simply by exciting a local
gate electrode. In addition, this allows for
greater spatial selectivity, which is important
for local addressing of individual spins. It
would thus be highly desirable to control the
spin by means of electric fields.

Although electric fields do not couple di-
rectly to the electron spin, indirect coupling can
still be realized by placing the spin in a mag-
netic field gradient (5) or in a structure with a
spatially varying g tensor, or simply through spin-
orbit interaction, present in most semiconductor
structures (6, 7). Several of these mechanisms
have been used to electrically manipulate elec-
tron spins in two-dimensional electron systems
(8–11), but proposals for coherent electrical con-
trol at the level of a single spin (5, 12–15) have
so far remained unrealized.

We demonstrate coherent single spin rota-
tions induced by an oscillating electric field. The
electron is confined in a gate-defined quantum
dot (Fig. 1A), and we use an adjacent quantum
dot, containing one electron as well, for readout.
The ac electric field is generated through excita-
tion of one of the gates that form the dot, thereby
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periodically displacing the electron wave function
around its equilibrium position (Fig. 1B).

The experiment consists of four stages (Fig.
1C). The device is initialized in a spin-blockade
regime where two excess electrons, one in each

dot, are held fixed with parallel spins (spin
triplet), either pointing along or opposed to the
external magnetic field [the system is never
blocked in the triplet state with antiparallel
spins, because of the effect of the nuclear fields

in the two dots combined with the small interdot
tunnel coupling; see (16) for details]. Next, the
two spins are isolated by a gate voltage pulse,
such that electron tunneling between the dots or
to the reservoirs is forbidden. Then, one of the
spins is rotated by an ac voltage burst applied to
the gate, over an angle that depends on the
length of the burst (17) (most likely the spin in
the right dot, where the electric field is expected
to be strongest). Finally, the readout stage allows
the left electron to tunnel to the right dot if and
only if the spins are antiparallel. Subsequent tun-
neling of one electron to the right reservoir gives
a contribution to the current. This cycle is re-
peated continuously, and the current flow through
the device is thus proportional to the probability
of having antiparallel spins after excitation.

To demonstrate that electrical excitation can
indeed induce single-electron spin flips, we ap-
ply a microwave burst of constant length to the
right side gate and monitor the average current
flow through the quantum dots as a function of
external magnetic field Bext (Fig. 2A). A finite
current flow is observed around the single-
electron spin resonance condition, i.e., when
|Bext| = hfac/gmB, with h Planck’s constant, fac
the excitation frequency, and mB the Bohr
magneton. From the position of the resonant
peaks measured over a wide magnetic field
range (Fig. 2B), we determine a g factor of |g| =
0.39 ± 0.01, which is in agreement with other
reported values for electrons in GaAs quantum
dots (18).

In addition to the external magnetic field, the
electron spin feels an effective nuclear field BN
arising from the hyperfine interaction with
nuclear spins in the host material and fluctuating
in time (19, 20). This nuclear field modifies the
electron spin resonance condition and is gener-
ally different in the left and right dot (by DBN).
The peaks shown in Fig. 2A are averaged over
many magnetic field sweeps and have a width
of about 10 to 25 mT. This is much larger than
the expected linewidth, which is only 1 to 2 mT
as given by the statistical fluctuations of BN

(21, 22). Looking at individual field sweeps
measured at constant excitation frequency, we
see that the peaks are indeed a few mT wide
(Fig. 2C), but that the peak positions change in
time over a range of ~20 mT. Judging from the
dependence of the position and shape of the
averaged peaks on sweep direction, the origin of
this large variation in the nuclear field is most
likely dynamic nuclear polarization (4, 23–26).

To demonstrate coherent control of the spin,
we varied the length of the microwave bursts
and monitored the current level. In Fig. 3A we
plot the maximum current per magnetic field
sweep as a function of the microwave burst
duration, averaged over several sweeps (this is a
more sensitive method than averaging the traces
first and then taking the maximum) (17). The
maximum current exhibits clear oscillations as a
function of burst length. Fitting with a cosine
function reveals a linear scaling of the oscilla-

Fig. 1. (A) Scanning elec-
tron micrograph of a de-
vice with the same gate
structure as the one used
in this experiment. Metallic
TiAu gates are deposited
on top of a GaAs hetero-
structure that hosts a two-
dimensional electron gas
90 nm below the surface.
Not shown is a coplanar
stripline on top of the
metallic gates, separated
by a dielectric [not used
in this experiment; see also
(4)]. In addition to a dc
voltage, we can apply fast
pulses and microwaves to
the right side gate (as indi-
cated) through a homemade
bias-tee. The orientation of
the in-plane external magnetic field is as shown. (B) The electric field generated upon excitation of the
gate displaces the center of the electron wave function along the electric field direction and changes
the potential depth. Here, D is the orbital energy splitting, ldot = ħ/

ffiffiffiffiffiffiffiffiffi

m!D
p

the size of the dot, m* the
effective electron mass, ħ the reduced Planck constant, and E(t) the electric field. (C) Schematic of the
spin manipulation and detection scheme, controlled by a combination of a voltage pulse and burst, V(t),
applied to the right side gate. The diagrams show the double dot, with the thick black lines indicating
the energy cost for adding an extra electron to the left or right dot, starting from (0,1), where (n,m)
denotes the charge state with n and m electrons in the left and right dot. The energy cost for reaching
(1,1) is (nearly) independent of the spin configuration. However, for (0,2), the energy cost for forming a
singlet state [indicated by S(0,2)] is much lower than that for forming a triplet state (not shown). This
difference is exploited for initialization and detection, as explained further in the main text.
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Fig. 2. (A) The current
averaged over 40 mag-
netic field sweeps is
given for eight differ-
ent excitation frequen-
cies, with a microwave
burst length of 150 ns.
The traces are offset
for clarity. The micro-
wave amplitude Vmw
was in the range 0.9
to 2.2 mV, depending
on the frequency (esti-
mated from the output
power of the micro-
wave source and tak-
ing into account the
attenuation of the co-
axial lines and the
switching circuit used
to create microwave
bursts). (B) Position of
the resonant response
over wider frequency
and field ranges. Error bars are smaller than the size of the circles. (C) Individual magnetic field sweeps
at fac = 15.2 GHz measured by sweeping from high to low magnetic field with a rate of 50 mT/min. The
traces are offset by 0.1 pA each for clarity. The red trace is an average over 40 sweeps, including the ones
shown and scaled up by a factor of 5.
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tion frequency with the driving amplitude (Fig.
3B), a characteristic feature of Rabi oscillations
and proof of coherent control of the electron
spin via electric fields.

The highest Rabi frequency we achieved is
~4.7 MHz (measured at fac = 15.2 GHz), cor-
responding to a 90° rotation in ~55 ns, which is
only a factor of 2 slower than those realized with
magnetic driving (4). Stronger electrical driving
was not possible because of photon-assisted tun-
neling. This is a process whereby the electric
field provides energy for one of the following
transitions: tunneling of an electron to a reser-
voir or to the triplet with both electrons in the
right dot. This lifts spin blockade, irrespective of
whether the spin resonance condition is met.

Small Rabi frequencies could be observed as
well. The bottom trace of Fig. 3A shows a Rabi
oscillation with a period exceeding 1.5 ms
(measured at fac = 2.6 GHz), corresponding to
an effective driving field of only about 0.2 mT,
one-tenth the amplitude of the statistical fluctua-
tions of the nuclear field. The oscillations are
nevertheless visible because the dynamics of the

nuclear bath are slow compared to the Rabi
period, resulting in a slow power-law decay of
the oscillation amplitude on driving field (27).

We next turn to the mechanism responsible
for resonant transitions between spin states.
First, we exclude a magnetic origin because
the oscillating magnetic field generated upon
excitation of the gate is more than two orders of
magnitude too small to produce the observed Rabi
oscillations with periods up to ~220 ns, which
requires a driving field of about 2 mT (17).
Second, we have seen that there are in principle
a number of ways in which an ac electric field
can cause single-spin transitions. What is
required is that the oscillating electric field give
rise to an effective magnetic field, Beff(t), acting
on the spin, oscillating in the plane perpen-
dicular to Bext, at frequency fac = gmB|Bext|/h.
The g-tensor anisotropy is very small in
GaAs, so g-tensor modulation can be ruled
out as the driving mechanism. Furthermore, in
our experiment there is no external magnetic
field gradient applied, which could otherwise
lead to spin resonance (5). We are aware of

only two remaining possible coupling mech-
anisms: spin-orbit interaction and the spatial
variation of the nuclear field.

In principle, moving the wave function in a
nuclear field gradient can drive spin transitions
(5, 28), as was recently observed (26). However,
the measurement of each Rabi oscillation lasted
more than 1 hour, much longer than the time
during which the nuclear field gradient is
constant (~100 ms to a few s). Because this
field gradient and, therefore, the corresponding
effective driving field, slowly fluctuates in time
around zero, the oscillations would be strongly
damped, regardless of the driving amplitude
(26). Possibly, a (nearly) static gradient in the
nuclear spin polarization could develop as a
result of electron-nuclear feedback. However,
such polarization would be parallel to Bext and
thus cannot be responsible for the observed
coherent oscillations.

In contrast, spin orbit–mediated driving can
induce coherent transitions (12), which can be
understood as follows. The spin-orbit interaction
in a GaAs heterostructure is given by HSO =
a(pxsy − pysx) + b(−pxsx + pysy), where a and b
are the Rashba and Dresselhaus spin-orbit co-
efficient, respectively, and px,y and sx,y are the
momentum and spin operators in the x and y
directions (along the [100] and [010] crystal direc-
tions, respectively). As suggested in (13), the spin-
orbit interaction can be conveniently accounted for
up to the first order in a, b by applying a (gauge)
transformation, resulting in a position-dependent
correction to the external magnetic field. This ef-
fective magnetic field, acting on the spin, is pro-
portional and orthogonal to the field applied

Beff ðx,yÞ ¼ n⊗Bext; nx ¼
2m∗

ħ
ð−ay − bxÞ;

ny ¼
2m∗

ħ
ðaxþ byÞ; nz ¼ 0 ð1Þ

An electric field E(t) will periodically and
adiabatically displace the electron wave func-
tion (Fig. 1B) by x(t) = (eldot

2/D)E(t), so the
electron spin will feel an oscillating effective
field Beff(t) ⊥ Bext through the dependence of
Beff on the position. The direction of n can be
constructed from the direction of the electric
field as shown in Fig. 4C and together with
the direction of Bext determines how effec-
tively the electric field couples to the spin.
The Rashba contribution always gives n⊥E,
while for the Dresselhaus contribution this
depends on the orientation of the electric field
with respect to the crystal axis. Given the gate
geometry, we expect the dominant electric field
to be along the double dot axis (Fig. 1A), which
here is either the [110] or [110] crystallographic
direction. For these orientations, the Dresselhaus
contribution is also orthogonal to the electric field
(Fig. 4C). This is why both contributions will
give Beff ≠ 0 and lead to coherent oscillations in
the present experimental geometry, where E || Bext.
In (26), a very similar gate geometry was used,
but the orientation of Bext was different, and it

Fig. 3. (A) Rabi oscilla-
tions at 15.2 GHz (blue,
average over five sweeps)
and 2.6 GHz (black, av-
erage over six sweeps).
The two oscillations at
15.2 GHz are measured
at different amplitudes of
the microwaves Vmw,
leading to different Rabi
frequencies. (B) Linear
dependence of the Rabi
frequency on applied mi-
crowave amplitude mea-
sured at fac = 14 GHz.
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periodically displacing the electron wave function
around its equilibrium position (Fig. 1B).

The experiment consists of four stages (Fig.
1C). The device is initialized in a spin-blockade
regime where two excess electrons, one in each

dot, are held fixed with parallel spins (spin
triplet), either pointing along or opposed to the
external magnetic field [the system is never
blocked in the triplet state with antiparallel
spins, because of the effect of the nuclear fields

in the two dots combined with the small interdot
tunnel coupling; see (16) for details]. Next, the
two spins are isolated by a gate voltage pulse,
such that electron tunneling between the dots or
to the reservoirs is forbidden. Then, one of the
spins is rotated by an ac voltage burst applied to
the gate, over an angle that depends on the
length of the burst (17) (most likely the spin in
the right dot, where the electric field is expected
to be strongest). Finally, the readout stage allows
the left electron to tunnel to the right dot if and
only if the spins are antiparallel. Subsequent tun-
neling of one electron to the right reservoir gives
a contribution to the current. This cycle is re-
peated continuously, and the current flow through
the device is thus proportional to the probability
of having antiparallel spins after excitation.

To demonstrate that electrical excitation can
indeed induce single-electron spin flips, we ap-
ply a microwave burst of constant length to the
right side gate and monitor the average current
flow through the quantum dots as a function of
external magnetic field Bext (Fig. 2A). A finite
current flow is observed around the single-
electron spin resonance condition, i.e., when
|Bext| = hfac/gmB, with h Planck’s constant, fac
the excitation frequency, and mB the Bohr
magneton. From the position of the resonant
peaks measured over a wide magnetic field
range (Fig. 2B), we determine a g factor of |g| =
0.39 ± 0.01, which is in agreement with other
reported values for electrons in GaAs quantum
dots (18).

In addition to the external magnetic field, the
electron spin feels an effective nuclear field BN
arising from the hyperfine interaction with
nuclear spins in the host material and fluctuating
in time (19, 20). This nuclear field modifies the
electron spin resonance condition and is gener-
ally different in the left and right dot (by DBN).
The peaks shown in Fig. 2A are averaged over
many magnetic field sweeps and have a width
of about 10 to 25 mT. This is much larger than
the expected linewidth, which is only 1 to 2 mT
as given by the statistical fluctuations of BN

(21, 22). Looking at individual field sweeps
measured at constant excitation frequency, we
see that the peaks are indeed a few mT wide
(Fig. 2C), but that the peak positions change in
time over a range of ~20 mT. Judging from the
dependence of the position and shape of the
averaged peaks on sweep direction, the origin of
this large variation in the nuclear field is most
likely dynamic nuclear polarization (4, 23–26).

To demonstrate coherent control of the spin,
we varied the length of the microwave bursts
and monitored the current level. In Fig. 3A we
plot the maximum current per magnetic field
sweep as a function of the microwave burst
duration, averaged over several sweeps (this is a
more sensitive method than averaging the traces
first and then taking the maximum) (17). The
maximum current exhibits clear oscillations as a
function of burst length. Fitting with a cosine
function reveals a linear scaling of the oscilla-

Fig. 1. (A) Scanning elec-
tron micrograph of a de-
vice with the same gate
structure as the one used
in this experiment. Metallic
TiAu gates are deposited
on top of a GaAs hetero-
structure that hosts a two-
dimensional electron gas
90 nm below the surface.
Not shown is a coplanar
stripline on top of the
metallic gates, separated
by a dielectric [not used
in this experiment; see also
(4)]. In addition to a dc
voltage, we can apply fast
pulses and microwaves to
the right side gate (as indi-
cated) through a homemade
bias-tee. The orientation of
the in-plane external magnetic field is as shown. (B) The electric field generated upon excitation of the
gate displaces the center of the electron wave function along the electric field direction and changes
the potential depth. Here, D is the orbital energy splitting, ldot = ħ/

ffiffiffiffiffiffiffiffiffi

m!D
p

the size of the dot, m* the
effective electron mass, ħ the reduced Planck constant, and E(t) the electric field. (C) Schematic of the
spin manipulation and detection scheme, controlled by a combination of a voltage pulse and burst, V(t),
applied to the right side gate. The diagrams show the double dot, with the thick black lines indicating
the energy cost for adding an extra electron to the left or right dot, starting from (0,1), where (n,m)
denotes the charge state with n and m electrons in the left and right dot. The energy cost for reaching
(1,1) is (nearly) independent of the spin configuration. However, for (0,2), the energy cost for forming a
singlet state [indicated by S(0,2)] is much lower than that for forming a triplet state (not shown). This
difference is exploited for initialization and detection, as explained further in the main text.
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Fig. 2. (A) The current
averaged over 40 mag-
netic field sweeps is
given for eight differ-
ent excitation frequen-
cies, with a microwave
burst length of 150 ns.
The traces are offset
for clarity. The micro-
wave amplitude Vmw
was in the range 0.9
to 2.2 mV, depending
on the frequency (esti-
mated from the output
power of the micro-
wave source and tak-
ing into account the
attenuation of the co-
axial lines and the
switching circuit used
to create microwave
bursts). (B) Position of
the resonant response
over wider frequency
and field ranges. Error bars are smaller than the size of the circles. (C) Individual magnetic field sweeps
at fac = 15.2 GHz measured by sweeping from high to low magnetic field with a rate of 50 mT/min. The
traces are offset by 0.1 pA each for clarity. The red trace is an average over 40 sweeps, including the ones
shown and scaled up by a factor of 5.
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periodically displacing the electron wave function
around its equilibrium position (Fig. 1B).

The experiment consists of four stages (Fig.
1C). The device is initialized in a spin-blockade
regime where two excess electrons, one in each

dot, are held fixed with parallel spins (spin
triplet), either pointing along or opposed to the
external magnetic field [the system is never
blocked in the triplet state with antiparallel
spins, because of the effect of the nuclear fields

in the two dots combined with the small interdot
tunnel coupling; see (16) for details]. Next, the
two spins are isolated by a gate voltage pulse,
such that electron tunneling between the dots or
to the reservoirs is forbidden. Then, one of the
spins is rotated by an ac voltage burst applied to
the gate, over an angle that depends on the
length of the burst (17) (most likely the spin in
the right dot, where the electric field is expected
to be strongest). Finally, the readout stage allows
the left electron to tunnel to the right dot if and
only if the spins are antiparallel. Subsequent tun-
neling of one electron to the right reservoir gives
a contribution to the current. This cycle is re-
peated continuously, and the current flow through
the device is thus proportional to the probability
of having antiparallel spins after excitation.

To demonstrate that electrical excitation can
indeed induce single-electron spin flips, we ap-
ply a microwave burst of constant length to the
right side gate and monitor the average current
flow through the quantum dots as a function of
external magnetic field Bext (Fig. 2A). A finite
current flow is observed around the single-
electron spin resonance condition, i.e., when
|Bext| = hfac/gmB, with h Planck’s constant, fac
the excitation frequency, and mB the Bohr
magneton. From the position of the resonant
peaks measured over a wide magnetic field
range (Fig. 2B), we determine a g factor of |g| =
0.39 ± 0.01, which is in agreement with other
reported values for electrons in GaAs quantum
dots (18).

In addition to the external magnetic field, the
electron spin feels an effective nuclear field BN
arising from the hyperfine interaction with
nuclear spins in the host material and fluctuating
in time (19, 20). This nuclear field modifies the
electron spin resonance condition and is gener-
ally different in the left and right dot (by DBN).
The peaks shown in Fig. 2A are averaged over
many magnetic field sweeps and have a width
of about 10 to 25 mT. This is much larger than
the expected linewidth, which is only 1 to 2 mT
as given by the statistical fluctuations of BN

(21, 22). Looking at individual field sweeps
measured at constant excitation frequency, we
see that the peaks are indeed a few mT wide
(Fig. 2C), but that the peak positions change in
time over a range of ~20 mT. Judging from the
dependence of the position and shape of the
averaged peaks on sweep direction, the origin of
this large variation in the nuclear field is most
likely dynamic nuclear polarization (4, 23–26).

To demonstrate coherent control of the spin,
we varied the length of the microwave bursts
and monitored the current level. In Fig. 3A we
plot the maximum current per magnetic field
sweep as a function of the microwave burst
duration, averaged over several sweeps (this is a
more sensitive method than averaging the traces
first and then taking the maximum) (17). The
maximum current exhibits clear oscillations as a
function of burst length. Fitting with a cosine
function reveals a linear scaling of the oscilla-

Fig. 1. (A) Scanning elec-
tron micrograph of a de-
vice with the same gate
structure as the one used
in this experiment. Metallic
TiAu gates are deposited
on top of a GaAs hetero-
structure that hosts a two-
dimensional electron gas
90 nm below the surface.
Not shown is a coplanar
stripline on top of the
metallic gates, separated
by a dielectric [not used
in this experiment; see also
(4)]. In addition to a dc
voltage, we can apply fast
pulses and microwaves to
the right side gate (as indi-
cated) through a homemade
bias-tee. The orientation of
the in-plane external magnetic field is as shown. (B) The electric field generated upon excitation of the
gate displaces the center of the electron wave function along the electric field direction and changes
the potential depth. Here, D is the orbital energy splitting, ldot = ħ/

ffiffiffiffiffiffiffiffiffi

m!D
p

the size of the dot, m* the
effective electron mass, ħ the reduced Planck constant, and E(t) the electric field. (C) Schematic of the
spin manipulation and detection scheme, controlled by a combination of a voltage pulse and burst, V(t),
applied to the right side gate. The diagrams show the double dot, with the thick black lines indicating
the energy cost for adding an extra electron to the left or right dot, starting from (0,1), where (n,m)
denotes the charge state with n and m electrons in the left and right dot. The energy cost for reaching
(1,1) is (nearly) independent of the spin configuration. However, for (0,2), the energy cost for forming a
singlet state [indicated by S(0,2)] is much lower than that for forming a triplet state (not shown). This
difference is exploited for initialization and detection, as explained further in the main text.
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Fig. 2. (A) The current
averaged over 40 mag-
netic field sweeps is
given for eight differ-
ent excitation frequen-
cies, with a microwave
burst length of 150 ns.
The traces are offset
for clarity. The micro-
wave amplitude Vmw
was in the range 0.9
to 2.2 mV, depending
on the frequency (esti-
mated from the output
power of the micro-
wave source and tak-
ing into account the
attenuation of the co-
axial lines and the
switching circuit used
to create microwave
bursts). (B) Position of
the resonant response
over wider frequency
and field ranges. Error bars are smaller than the size of the circles. (C) Individual magnetic field sweeps
at fac = 15.2 GHz measured by sweeping from high to low magnetic field with a rate of 50 mT/min. The
traces are offset by 0.1 pA each for clarity. The red trace is an average over 40 sweeps, including the ones
shown and scaled up by a factor of 5.
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Hyperfine-Mediated Gate-Driven Electron Spin Resonance
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An all-electrical spin resonance effect in a GaAs few-electron double quantum dot is investigated
experimentally and theoretically. The magnetic field dependence and absence of associated Rabi
oscillations are consistent with a novel hyperfine mechanism. The resonant frequency is sensitive to
the instantaneous hyperfine effective field, and the effect can be used to detect and create sizable nuclear
polarizations. A device incorporating a micromagnet exhibits a magnetic field difference between dots,
allowing electrons in either dot to be addressed selectively.

DOI: 10.1103/PhysRevLett.99.246601 PACS numbers: 76.20.+q, 76.30.!v, 76.70.Fz, 78.67.Hc

The proposed use of confined electron spins as solid-
state qubits [1] has stimulated progress in their manipula-
tion and detection [2–8]. In such a proposal, the most
general single-qubit operation is a spin rotation. One tech-
nique for performing arbitrary spin rotations is electron
spin resonance (ESR) [9], in which a pair of magnetic
fields is applied, one static (denoted B) and one resonant
with the electron precession (Larmor) frequency (denoted
~B). Observing single-spin ESR is challenging because of
the difficulty of combining sufficient ~B with single-spin
detection [2,3,5]. In GaAs quantum dots, where a high
degree of spin control has been achieved [4,6,7], ESR
was recently demonstrated using a microstripline to gen-
erate ~B [8].

An alternative to ESR is electric dipole spin resonance
(EDSR) [10–12], in which an oscillating electric field ~E
replaces ~B. EDSR has the advantage that high-frequency
electric fields are often easier to apply and localize than
magnetic fields, but requires an interaction between ~E and
the electron spin. Mechanisms of EDSR include spin-orbit
coupling and inhomogeneous Zeeman coupling [12–15].

In this Letter, we present the first experimental study of a
novel EDSR effect mediated by the random inhomogeneity
of the nuclear spin orientation. The effect is observed via
spin-blocked transitions in a few-electron GaAs double
quantum dot. For B " jBj< 1 T the resonance strength
is independent of B and shows no Rabi oscillations as a
function of time, consistent with a theoretical model we
develop but in contrast to other EDSR mechanisms. We
make use of the resonance to create nuclear polarization,
which we interpret as the backaction of EDSR on the
nuclei [8,16–18]. Finally, we demonstrate that spins may
be individually addressed in each dot by creating a local
field gradient.

The device for which most data are presented [Fig. 1(a)]
was fabricated on a GaAs=Al0:3Ga0:7As heterostructure
with two-dimensional electron gas (density 2#
1015 m!2, mobility 20 m2=Vs) 110 nm below the surface.
Ti=Au top gates define a few-electron double quantum dot.

A charge sensing quantum point contact (QPC), tuned to
conductance gs $ 0:2e2=h, is sensitive to the electron oc-
cupation %NL; NR& of the left and right dots [19,20]. The
voltages VL and VR on gates L and R, which control the
equilibrium occupation, are pulsed using a Tektronix
AWG520; in addition, L is coupled to a Wiltron 6779B
microwave source gated by the AWG520 marker. A static
in-plane field B was applied parallel to '110(. Measure-
ments were performed in a dilution refrigerator at 150 mK
electron temperature, known from Coulomb blockade
width.

As in previous measurements [8], we detect spin tran-
sitions with the device configured in the spin blockade
regime [21,22]. In this regime, accessed by tuning VL
and VR, a source-drain bias Vsd across the device induces

FIG. 1 (color online). (a) Micrograph of a device lithograph-
ically identical to the one measured, with schematic of the
measurement circuit. The direction of B and the crystal axes
are indicated. (b) QPC conductivity gs measured at Vsd $
600 !eV near the %1; 1&-%0; 2& transition. The spin blockade
region is outlined. Equilibrium occupations for different gate
voltages are shown, as are gate configurations during the mea-
surement or reinitialization (M) and manipulation (C) pulses. A
plane background has been subtracted. (c) Energy levels of the
double dot during the pulse cycle (see text).
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sum of two gaussian peaks because part of the popu-
lation initially in the (1,1) state relaxes into the (0,2)
state during the integration time τM, with the relaxation
time constant T1 [8]. The normalized number of events
n(Vrf) = N(Vrf)/

∫∞
−∞N(Vrf)dVrf is modeled as

n(Vrf) = nS(Vrf) + nT (Vrf) (1)

with the events originating from singlet states nS(Vrf)
and from triplet states nT (Vrf). These are given by

nS(Vrf) = (1− 〈PT 〉) e−
(Vrf−V

(S)
rf )2

2σ2
1√
2πσ

(2)

nT (Vrf) = e−τM/T1〈PT 〉 e−(Vrf−V (T )
rf )2/(2σ2) +

∫ ∞

−∞

τM

T1

〈PT 〉
∆Vrf

e−
V−V

(S)
rf

∆Vrf

τM
T1 e−

(Vrf−V )2

2σ2
dV√
2πσ

(3)

with the triplet probability 〈PT 〉, averaged over all τS.
The plot of Eq. (1) in Fig. 2(b) uses 〈PT 〉 = 0.5, T1 =
34 µs, and peak positions V (S)

rf , V (T )
rf , determined as de-

scribed below [Fig. 2(c,e)]. The width σ [23] is obtained
from the control experiment.

The parameters T1 and 〈PT 〉 are extracted from the
raw data Vrf(τ), which is plotted as a function of the
time τ spent at point M in Fig. 2(c). Each data point
for τ = 0.5− 15 µs, is averaged over all 7000 cycles with
varying τS. The signal is fitted with [8]

Vrf(τ) = V (S)
rf + 〈PT 〉∆Vrf e−τ/T1 (4)

using fit parameters T1 and 〈PT 〉. The singlet position
V (S)

rf and the peak spacing ∆Vrf [23] are fixed, as ob-
tained from a fit of the model Eq. (1) to the histogram for
τM = 15 µs [Fig. 2(e)]. For the fit of Eq. (1) the parame-
ters T1 and 〈PT 〉 are self-consistently fixed to the values
extracted from the raw data Vrf(τ) [Eq. (4), Fig. 2(c)].

Maximizing the fidelity by optimization of the inte-
gration time τM is a tradeoff between increasing the sig-
nal to noise ratio ∝ √

τM and limiting relaxation during
τM. The histograms of single-shot outcomes 〈Vrf〉τM in
Fig. 2(d), for integration times τM = 0.25 − 15 µs show
that the two peaks can no longer be clearly resolved for
τM < 1 µs while the relative height of the triplet peak
reduces with increasing τM. Common benchmarks for
single-shot readout [24] are the fidelities FS , FT of sin-
glet, triplet measurement:

FS = 1−
∫ ∞

VT

nS(V )dV, FT = 1−
∫ VT

−∞
nT (V )dV. (5)

The integral in the expression for FS (FT ) is the proba-
bility to assign a singlet as a triplet (a triplet as a sin-
glet). Both quantities are combined to define the visibil-
ity V = FS + FT − 1. The fidelities and the visibility for
a single-shot measurement with τM = 7 µs are calculated
from the data in Fig. 2(b) and plotted in Fig. 2(f) as

(a) (b)

(c)

V
T

FIG. 3: (a) Single-shot outcomes 〈Vrf〉τM for 6000 cycles, puls-
ing to ε = εS [Fig. 1(b)] for τS, stepped by ∼ 17 ns every 200
cycles. Points in the green (blue) region are above (below)
the threshold VT and assigned as triplet (singlet). (b) Single-
shot outcomes (gray markers) and triplet probabilities (black
circles) over τS with three different periods. (c) Rapid acqui-
sition of 108 PT traces at times t. PT is determined from 400
measurements per τS.

a function of the threshold voltage VT. The maximum
visibility ∼ 90% is achieved for VT slightly less than the
mean of V (T )

rf and V (S)
rf so that a triplet decaying towards

the end of τM still gets counted correctly.
To determine the optimal values of τM and VT the max-

imum visibility V max is calculated as a function of τM

from Eq. (1) using the parameters T1, 〈PT 〉, determined
from Fig. 2(c), V (T )

rf and V (S)
rf , from Fig. 2(e) and σ(τM),

determined from the control experiment [23]. The thresh-
old VT for which the visibility is maximized is plotted to-
gether with V max in Fig. 2(g). The maximum visibility,
obtained for τM ∼ 6 µs, is V max ! 90%.
The single-shot readout is applied to observe the evo-

lution of the singlet triplet qubit at point S [4], driven
by the difference in the hyperfine induced effective mag-
netic (Overhauser) field ∆Bnuc

z between the left and right
quantum dot. Single-shot outcomes 〈Vrf〉 are shown as a
function of τS in Fig. 3(a) for a pulse sequence [Fig. 1(d)]
with τS = 1− 500 ns stepped by 17 ns every 200 cycles,
for a total of 6000 consecutive cycles. Points that are
in the green (blue) region are above (below) the thresh-
old VT and are assigned as triplet (singlet) states. For
each τS the triplet probability PT is the percentage of
single-shot outcomes above threshold. Probabilities PT

for the single-shot data in Fig. 3(a) are shown in the
top graph of Fig. 3(b) as a function of τS. The two
graphs below show probability traces with identical pa-
rameters. Single-shot outcomes from which the proba-
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noted, is applied along the connecting axis of the double
dot. The equilibrium charge state of the system (m,n),
with m (n) the number of electrons in the left (right)
dot, is displayed in Fig. 1(a). The gate voltages that
control the charge state, labeled VL, VR in Fig. 1(c), can
be changed on a subnanosecond time scale by an arbi-
trary waveform generator (AWG) [19] capacitively cou-
pled via coaxial cables. Figure 1(a) is acquired as de-
scribed in Ref. [20] and used to choose the appropriate
gate-voltages in this work. The energy level diagram [4]
is shown [Fig. 1(b)] as a function of the detuning ε from
the degeneracy of the (1,1) - (0,2) charge states, which
is controlled by the gate voltages VR and VL. The qubit
is formed by the (1, 1)S singlet and the (1, 1)T0 triplet
state, with zero total spin. The time averages of VL, VR

are held at the point labeled D in Fig. 1(a). A pulse cy-
cle [Fig. 1(d)] first prepares the double dot in the (0, 2)S
state at point P for τP = 400 ns. This is followed by a
pulse to point S (I), where the two-electron spin states
S and T0 (S and T+) are near degenerate, for the vari-
able time τS (τI). Finally the system is brought to point
M for the time τmax

M . If the spin state after τS (τI) is
a singlet, the system returns to the (0, 2) charge state
while a triplet state remains in the (1, 1) charge state,
which is metastable in the triangular region in Fig. 1(a).
Superposition states are projected to either charge state
according to their singlet, triplet probability amplitudes.
The rf-QPC current is only applied during the readout
cycles (τmax

M ) of the pulse-sequence, triggered by a marker
(rf) of the AWG which is also used to identify measure-
ment cycles in the raw data [Fig. 1(d)].

The QPC conductance changes∼ 5% for a transition of
the charge configuration from the (1,1) to the (0,2) state
due to a device design [Fig. 1(c)] optimized to increase
coupling between double dot and QPC. With a charge
sensitivity of 6×10−4 e/Hz−1/2, a signal to noise ratio of
unity is achieved for 400 ns integration time, facilitating
single-shot readout [21], measurement of the spin state
without ensemble averaging of repeated experiments.
Single-shot outcomes 〈Vrf〉τM = 1/τM

∫ τM

0 Vrf(τ)dτ are
obtained in post-processing by averaging the signal Vrf(τ)
of each measurement cycle over the time τM ! τmax

M .
These single-shot outcomes are assigned a spin-state of
either singlet for 〈Vrf〉τM < VT or triplet for 〈Vrf〉τM > VT,
with the threshold voltage VT, chosen as discussed below.
The fidelity of the spin measurement is characterized by

measuring an ensemble of S − T0 superposition states,
created by free evolution at ε = εS for τS = 1 − 200 ns.
A pulse-sequence as described in Fig. 1(d) with τmax

M =
15 µs is repeated for 7000 cycles, where the time τS is
stepped by ∼ 6 ns every 200 cycles. Single-shot outcomes
of the individual measurement cycles for τM = 7 µs are
shown in Fig. 2(a). A background slope of 〈Vrf〉τM with
τS, due to a ∼ µV gate voltage shift of point M with
changing τS, is subtracted. The slope is determined from
a control experiment with identical pulse sequence, but
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FIG. 2: (a) Single-shot outcomes 〈Vrf〉τM , pulsing to S with
τS stepped every 200 cycles. (b) Histogram of a) with
Eq. (1) [22]. (c) Vrf averaged over 7000 consecutive cycles.
The blue solid line is a fit of Eq. (4) using T1 = 34 µs and

〈PT 〉 = 0.5. Parameters V (S)
rf and ∆Vrf are fixed, deter-

mined from Fig. 2(e). (d) Histograms of 〈Vrf〉τM . (e) Hor-

izontal cuts through d) with Eq. (1), fitting V(S)
rf , V(T )

rf for
τM = 15 µs [22]. (f) Fidelities of singlet FS and triplet FT ,
visibility V = FS + FT − 1 for data in b). (g) Maximum
visibility for 〈Vrf〉τM and optimum threshold VT.

point M outside the triangular region in which the (1,1)
state is metastable.

A histogram of the single-shot outcomes [Fig. 2(b)],
with N(Vrf) the number of events counted per ∼ 10 µV
voltage bin, allows a quantitative analysis of the mea-
surement. Brackets 〈 〉 are omitted for brevity where
histograms of 〈Vrf〉τM are discussed. The left peak of
the histogram is centered around V (S)

rf , corresponding
to the charge signal for the double dot biased at point
M. The right peak is centered around V (T )

rf shifted by
the charge signal difference ∆Vrf = V (T )

rf − V (S)
rf be-

tween the (1,1) and (0,2) charge states [Fig. 1(a)]. For
the control experiment the histogram only consists of a
single gaussian peak. The width of the peaks is domi-
nated by shot-noise of the QPC with a smaller contri-
bution " 20% from instrumentation and device charge
noise [18]. The histogram in Fig. 2(b) is not simply the
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noted, is applied along the connecting axis of the double
dot. The equilibrium charge state of the system (m,n),
with m (n) the number of electrons in the left (right)
dot, is displayed in Fig. 1(a). The gate voltages that
control the charge state, labeled VL, VR in Fig. 1(c), can
be changed on a subnanosecond time scale by an arbi-
trary waveform generator (AWG) [19] capacitively cou-
pled via coaxial cables. Figure 1(a) is acquired as de-
scribed in Ref. [20] and used to choose the appropriate
gate-voltages in this work. The energy level diagram [4]
is shown [Fig. 1(b)] as a function of the detuning ε from
the degeneracy of the (1,1) - (0,2) charge states, which
is controlled by the gate voltages VR and VL. The qubit
is formed by the (1, 1)S singlet and the (1, 1)T0 triplet
state, with zero total spin. The time averages of VL, VR

are held at the point labeled D in Fig. 1(a). A pulse cy-
cle [Fig. 1(d)] first prepares the double dot in the (0, 2)S
state at point P for τP = 400 ns. This is followed by a
pulse to point S (I), where the two-electron spin states
S and T0 (S and T+) are near degenerate, for the vari-
able time τS (τI). Finally the system is brought to point
M for the time τmax

M . If the spin state after τS (τI) is
a singlet, the system returns to the (0, 2) charge state
while a triplet state remains in the (1, 1) charge state,
which is metastable in the triangular region in Fig. 1(a).
Superposition states are projected to either charge state
according to their singlet, triplet probability amplitudes.
The rf-QPC current is only applied during the readout
cycles (τmax

M ) of the pulse-sequence, triggered by a marker
(rf) of the AWG which is also used to identify measure-
ment cycles in the raw data [Fig. 1(d)].

The QPC conductance changes∼ 5% for a transition of
the charge configuration from the (1,1) to the (0,2) state
due to a device design [Fig. 1(c)] optimized to increase
coupling between double dot and QPC. With a charge
sensitivity of 6×10−4 e/Hz−1/2, a signal to noise ratio of
unity is achieved for 400 ns integration time, facilitating
single-shot readout [21], measurement of the spin state
without ensemble averaging of repeated experiments.
Single-shot outcomes 〈Vrf〉τM = 1/τM

∫ τM

0 Vrf(τ)dτ are
obtained in post-processing by averaging the signal Vrf(τ)
of each measurement cycle over the time τM ! τmax

M .
These single-shot outcomes are assigned a spin-state of
either singlet for 〈Vrf〉τM < VT or triplet for 〈Vrf〉τM > VT,
with the threshold voltage VT, chosen as discussed below.
The fidelity of the spin measurement is characterized by

measuring an ensemble of S − T0 superposition states,
created by free evolution at ε = εS for τS = 1 − 200 ns.
A pulse-sequence as described in Fig. 1(d) with τmax

M =
15 µs is repeated for 7000 cycles, where the time τS is
stepped by ∼ 6 ns every 200 cycles. Single-shot outcomes
of the individual measurement cycles for τM = 7 µs are
shown in Fig. 2(a). A background slope of 〈Vrf〉τM with
τS, due to a ∼ µV gate voltage shift of point M with
changing τS, is subtracted. The slope is determined from
a control experiment with identical pulse sequence, but
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FIG. 2: (a) Single-shot outcomes 〈Vrf〉τM , pulsing to S with
τS stepped every 200 cycles. (b) Histogram of a) with
Eq. (1) [22]. (c) Vrf averaged over 7000 consecutive cycles.
The blue solid line is a fit of Eq. (4) using T1 = 34 µs and

〈PT 〉 = 0.5. Parameters V (S)
rf and ∆Vrf are fixed, deter-

mined from Fig. 2(e). (d) Histograms of 〈Vrf〉τM . (e) Hor-

izontal cuts through d) with Eq. (1), fitting V(S)
rf , V(T )

rf for
τM = 15 µs [22]. (f) Fidelities of singlet FS and triplet FT ,
visibility V = FS + FT − 1 for data in b). (g) Maximum
visibility for 〈Vrf〉τM and optimum threshold VT.

point M outside the triangular region in which the (1,1)
state is metastable.

A histogram of the single-shot outcomes [Fig. 2(b)],
with N(Vrf) the number of events counted per ∼ 10 µV
voltage bin, allows a quantitative analysis of the mea-
surement. Brackets 〈 〉 are omitted for brevity where
histograms of 〈Vrf〉τM are discussed. The left peak of
the histogram is centered around V (S)

rf , corresponding
to the charge signal for the double dot biased at point
M. The right peak is centered around V (T )

rf shifted by
the charge signal difference ∆Vrf = V (T )

rf − V (S)
rf be-

tween the (1,1) and (0,2) charge states [Fig. 1(a)]. For
the control experiment the histogram only consists of a
single gaussian peak. The width of the peaks is domi-
nated by shot-noise of the QPC with a smaller contri-
bution " 20% from instrumentation and device charge
noise [18]. The histogram in Fig. 2(b) is not simply the
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sum of two gaussian peaks because part of the popu-
lation initially in the (1,1) state relaxes into the (0,2)
state during the integration time τM, with the relaxation
time constant T1 [8]. The normalized number of events
n(Vrf) = N(Vrf)/

∫∞
−∞N(Vrf)dVrf is modeled as

n(Vrf) = nS(Vrf) + nT (Vrf) (1)

with the events originating from singlet states nS(Vrf)
and from triplet states nT (Vrf). These are given by

nS(Vrf) = (1− 〈PT 〉) e−
(Vrf−V

(S)
rf )2

2σ2
1√
2πσ

(2)

nT (Vrf) = e−τM/T1〈PT 〉 e−(Vrf−V (T )
rf )2/(2σ2) +

∫ ∞

−∞

τM

T1

〈PT 〉
∆Vrf

e−
V−V

(S)
rf

∆Vrf

τM
T1 e−

(Vrf−V )2

2σ2
dV√
2πσ

(3)

with the triplet probability 〈PT 〉, averaged over all τS.
The plot of Eq. (1) in Fig. 2(b) uses 〈PT 〉 = 0.5, T1 =
34 µs, and peak positions V (S)

rf , V (T )
rf , determined as de-

scribed below [Fig. 2(c,e)]. The width σ [23] is obtained
from the control experiment.

The parameters T1 and 〈PT 〉 are extracted from the
raw data Vrf(τ), which is plotted as a function of the
time τ spent at point M in Fig. 2(c). Each data point
for τ = 0.5− 15 µs, is averaged over all 7000 cycles with
varying τS. The signal is fitted with [8]

Vrf(τ) = V (S)
rf + 〈PT 〉∆Vrf e−τ/T1 (4)

using fit parameters T1 and 〈PT 〉. The singlet position
V (S)

rf and the peak spacing ∆Vrf [23] are fixed, as ob-
tained from a fit of the model Eq. (1) to the histogram for
τM = 15 µs [Fig. 2(e)]. For the fit of Eq. (1) the parame-
ters T1 and 〈PT 〉 are self-consistently fixed to the values
extracted from the raw data Vrf(τ) [Eq. (4), Fig. 2(c)].

Maximizing the fidelity by optimization of the inte-
gration time τM is a tradeoff between increasing the sig-
nal to noise ratio ∝ √

τM and limiting relaxation during
τM. The histograms of single-shot outcomes 〈Vrf〉τM in
Fig. 2(d), for integration times τM = 0.25 − 15 µs show
that the two peaks can no longer be clearly resolved for
τM < 1 µs while the relative height of the triplet peak
reduces with increasing τM. Common benchmarks for
single-shot readout [24] are the fidelities FS , FT of sin-
glet, triplet measurement:

FS = 1−
∫ ∞

VT

nS(V )dV, FT = 1−
∫ VT

−∞
nT (V )dV. (5)

The integral in the expression for FS (FT ) is the proba-
bility to assign a singlet as a triplet (a triplet as a sin-
glet). Both quantities are combined to define the visibil-
ity V = FS + FT − 1. The fidelities and the visibility for
a single-shot measurement with τM = 7 µs are calculated
from the data in Fig. 2(b) and plotted in Fig. 2(f) as

(a) (b)

(c)

V
T

FIG. 3: (a) Single-shot outcomes 〈Vrf〉τM for 6000 cycles, puls-
ing to ε = εS [Fig. 1(b)] for τS, stepped by ∼ 17 ns every 200
cycles. Points in the green (blue) region are above (below)
the threshold VT and assigned as triplet (singlet). (b) Single-
shot outcomes (gray markers) and triplet probabilities (black
circles) over τS with three different periods. (c) Rapid acqui-
sition of 108 PT traces at times t. PT is determined from 400
measurements per τS.

a function of the threshold voltage VT. The maximum
visibility ∼ 90% is achieved for VT slightly less than the
mean of V (T )

rf and V (S)
rf so that a triplet decaying towards

the end of τM still gets counted correctly.
To determine the optimal values of τM and VT the max-

imum visibility V max is calculated as a function of τM

from Eq. (1) using the parameters T1, 〈PT 〉, determined
from Fig. 2(c), V (T )

rf and V (S)
rf , from Fig. 2(e) and σ(τM),

determined from the control experiment [23]. The thresh-
old VT for which the visibility is maximized is plotted to-
gether with V max in Fig. 2(g). The maximum visibility,
obtained for τM ∼ 6 µs, is V max ! 90%.
The single-shot readout is applied to observe the evo-

lution of the singlet triplet qubit at point S [4], driven
by the difference in the hyperfine induced effective mag-
netic (Overhauser) field ∆Bnuc

z between the left and right
quantum dot. Single-shot outcomes 〈Vrf〉 are shown as a
function of τS in Fig. 3(a) for a pulse sequence [Fig. 1(d)]
with τS = 1− 500 ns stepped by 17 ns every 200 cycles,
for a total of 6000 consecutive cycles. Points that are
in the green (blue) region are above (below) the thresh-
old VT and are assigned as triplet (singlet) states. For
each τS the triplet probability PT is the percentage of
single-shot outcomes above threshold. Probabilities PT

for the single-shot data in Fig. 3(a) are shown in the
top graph of Fig. 3(b) as a function of τS. The two
graphs below show probability traces with identical pa-
rameters. Single-shot outcomes from which the proba-
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Suppressing Spin Qubit Dephasing by
Nuclear State Preparation
D. J. Reilly,1 J. M. Taylor,2 J. R. Petta,3 C. M. Marcus,1* M. P. Hanson,4 A. C. Gossard4

Coherent spin states in semiconductor quantum dots offer promise as electrically controllable
quantum bits (qubits) with scalable fabrication. For few-electron quantum dots made from gallium
arsenide (GaAs), fluctuating nuclear spins in the host lattice are the dominant source of spin
decoherence. We report a method of preparing the nuclear spin environment that suppresses
the relevant component of nuclear spin fluctuations below its equilibrium value by a factor of ~70,
extending the inhomogeneous dephasing time for the two-electron spin state beyond
1 microsecond. The nuclear state can be readily prepared by electrical gate manipulation
and persists for more than 10 seconds.
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nuclear state preparation



Figure 1: Pump and measurement schemes. a, SEM micrograph of a device similar to the

one measured. Gates GL and GR control the charge configuration of the two dots, the central

gates (Nose and Tail) tune the tunnel barrier transparency between the two dots. The average

charge configuration is detected by measuring the conductance (GQPC) through a capacitively

coupled quantum point contact. b, Bnuc,L and Bnuc,R are the local magnetic fields experienced by

the electrons in the left and right dot through hyperfine coupling with the Ga and As nuclei. c,

Schematic representation of the energy levels at the (0,2)-(1,1) charge transition for finite external

magnetic field. The detuning ε from the degeneracy point is controlled via a change of voltage on
GL and GR. Two pulse cycle are presented: 1) for nuclear pumping the system is moved to point

P where S and T+ are degenerate and can mix 2) for the measurement pulse the system is moved

to a very negative detuning where the states S and T0 can mix. d, The measurement pulse scheme

e, The S-pumping pulse scheme f, The T+-pumping pulse scheme all shown as a function of GL

and GR. g, Geometrical representation (Bloch sphere) of the two level system (S and T0) and the

two rotation axes allowing the implementation of universal single qubit gates.
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Figure 4: State tomography and universal gate. a, Pulse schemes to measure the singlet prob-

ability p(|S〉) ≡ p(|Z〉) , the | ↑↓〉 probability p(| ↑↓〉) ≡ p(|X〉) and the |S〉 + i|T0〉 probability
p(|S〉 + i|T0〉) ≡ p(|Y 〉) after rotation around a tilted, tunable axis. b, Measurements taken with
the X,Z and Y pulses (dots) and fits (line) to a numerical solution of the Schrödinger equation of

the S–T0 Hamiltonian incorporating the finite pulse rise time and inhomogeneous broadening due

to fluctuations in ∆Bz
nuc. c, The preparation of an | ↑↓〉 state is done by adiabatically turning off

J. d, Representation of the measured and fitted trajectory in the Bloch sphere. In order to elimin-

ate phase shifts due to the slightly different frequencies (see text), the time scales for the X-data

has been rescaled using spline interpolation so that the expected phase relations are maintained.

The blue line is a spline interpolation of the data points in panel b.. e, Visualization of the X and

Y-readout schemes on the Bloch sphere.
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Feedback built into polariza2on pulses

• Factor ~3 enhancement of T2*.
• Requires no so8ware interven;on
=> not limited by measurement speed
• Stable gradients for up to ~ 1h.

~ 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Basic idea: design pulses such that polariza;on rate 
depends on current S‐T0 mixing rate.
=> Stabiliza;on of  S‐T0 mixing rate in conjunc;on with 
relaxa;on or antagonis;c polariza;on pulse.
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Tunable tunnel coupling in Si/SiGe double quantum dots
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Si/Ge Nanowire with Integrated Charge Sensor
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Yongjie Hu, Hugh O. H. Churchill, David J. Reilly, Jie Xiang, Charles M. Lieber, Charles M. Marcus, Nature Nanotechnology 2, 622 (2007).



1 μm

Double Dot Sensor
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Nanotube Double Dot with Integrated Charge Sensor

SENSOR SIGNAL

Few-Electron Regime

Relaxation and dephasing in a two-electron 13C nanotube double quantum dot

H. O. H. Churchill, F. Kuemmeth, E. I. Rashba, J. W. Harlow, A. J. Bestwick,
C. Stwertka, T. Taychatanapat, S. K. Watson∗ and C. M. Marcus†

Department of Physics, Harvard University, Cambridge, Massachusetts 02138, USA

We use charge sensing measurements of a spin-blockaded two-electron 13C nanotube double quan-
tum dot to measure relaxation and dephasing times. The relaxation time is found to be longest
at zero magnetic field and goes through a minimum in a parallel field of 1.4 T. We associate these
results with the spin-orbit modified electronic spectrum of carbon nanotubes, which allows phonon
mediated relaxation and suppresses hyperfine mediated relaxation. We find that dephasing occurs
on time-scales in fair agreement with the hyperfine coupling strength in 13C nanotubes.

Few-electron double quantum dots have enabled the
coherent manipulation and detection of individual and
coupled electron spin states required to form qubits [1–
4], so far only in GaAs dots for which hyperfine cou-
pling dominates decoherence. Although recent protocols
mitigate decoherence due to nuclei [5, 6], an attractive
alternative is to base spin qubits on group IV elements
which primarily comprise isotopes free of nuclear spins.
Progress in this direction includes double quantum dots
in Si/SiGe 2DEGs [7], P donors in Si [8], Ge/Si nanowires
[9], and carbon nanotubes [10]. Recent advances in nan-
otube double dots include observation of singlet-triplet
physics [11] and spin blockade [12]. Developing these sys-
tems as spin qubits depends crucially on understanding
their modes of relaxation and dephasing.

This Letter reports measurements of spin relaxation
and dephasing times in a two-electron 13C nanotube dou-
ble quantum dot, enabled by fast pulses applied to elec-
trostatic gates combined with charge sensing measure-
ments in the spin blockade regime. The spin relaxation
time, T1, is longest at zero magnetic field and displays a
minimum in a parallel field of 1.4 T. We interpret these
results within the context of the recently observed spin-
orbit interaction in carbon nanotubes [13, 14]. Finally,
we argue that the 13C nuclear spins do not contribute
to relaxation, but lead to rapid dephasing, T ∗

2 , via the
strong hyperfine coupling observed recently [15].

The double dot studied here is based on a single-walled
carbon nanotube grown by chemical vapor deposition us-
ing 99% 13CH4 feedstock [16, 17]. After deposition of two
pairs of Pd contacts [Fig. 1(a), red], the device is coated
with a 30 nm functionalized Al2O3 top-gate oxide using
atomic layer deposition [18, 19]. Aluminum top-gates
(blue, yellow, and gray) define a double dot between con-
tacts 1 and 2 and a single dot between contacts 3 and 4,
capactively coupled [orange wire in Fig. 1(a)] to the dou-
ble dot to allow charge sensing [9, 20]. The small bandgap
(∼ 25 meV) nanotube is operated in the electron regime.
Direct current and standard lock-in measurements are
carried out in a dilution refrigerator (electron tempera-
ture ∼ 100 mK).

The absolute number of electrons in each dot,
(NL, NR), is unambiguously identified from the conduc-
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FIG. 1: (a), SEM image of the device design. The carbon nanotube
(not visible) runs horizontally under Pd contacts (red). The double
dot is defined by top-gates L, R, and M (blue). On the same
nanotube, a separate quantum dot is controlled with gates S1 and
S2 and capacitively coupled (orange wire) to the double dot to
allow charge sensing. Fast pulses are applied to L and R. (b),
Charge sensor conductance gs measured between contacts 3 and 4
as a function of VL and VR showing the charge stability diagram
that indicates the absolute number of electrons (NL, NR) in each
dot.

tance of the charge sensor, gs. Whenever an electron
is removed from the left or right dot by gate voltages
VL and VR, gs increases in sharp steps [9] until both dots
are empty [Fig. 1(b)]. From the honeycomb pattern we
infer a strong interdot capacitive coupling of ∼ 1 meV.

The lowest electronic states in carbon nanotube quan-
tum dots are described by quantized longitudinal modes,
a real spin and, owing to the valley degeneracy of
graphene, an isospin (clockwise or counterclockwise or-
bital motion around the nanotube circumference) [21].

H. Churchill, (CMM) et al.



T1 measurement in 13C tube
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Topologically Protected Qubits from a Possible Non-Abelian Fractional Quantum Hall State
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The Pfaffian state is an attractive candidate for the observed quantized Hall plateau at a Landau-level
filling fraction ! ! 5=2. This is particularly intriguing because this state has unusual topological
properties, including quasiparticle excitations with non-Abelian braiding statistics. In order to determine
the nature of the ! ! 5=2 state, one must measure the quasiparticle braiding statistics. Here, we propose
an experiment which can simultaneously determine the braiding statistics of quasiparticle excitations and,
if they prove to be non-Abelian, produce a topologically protected qubit on which a logical NOT operation
is performed by quasiparticle braiding. Using the measured excitation gap at ! ! 5=2, we estimate the
error rate to be 10"30 or lower.
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sure the Hall resistance Rxy (voltage probes on oppo-

site sides of the Hall bar) and the diagonal resistance

RD (voltage probes on opposite sides of the Hall bar

and opposite sides of the QPC) (29, 35). In the weak

tunneling regime, when the bulk of the sample is on a

quantum Hall plateau the tunneling voltage is the same

as the Hall voltage, whileRD reflects the tunneling con-

ductance via (18):

gT =
RD −Rxy

R2
xy

(1)

Note that Rxy is independent of dc bias when the bulk

is on a FQHE plateau, so gT and RD are equal up to a

constant.

Same filling fraction in QPC and bulk. A key differ-

ence between this work and previous tunneling experi-

ments (26–29) is that we are able to deplete the elec-

trons under the gates and induce tunneling without sig-

nificantly changing the filling fraction at the QPC. This

is achieved by applying the gate voltage while at 4 K

(”annealing”) and limiting the voltage to the range -2

to -3 V while at dilution refrigerator temperatures. To

verify that the same filling fraction is found in the QPC

and bulk, RD and Rxy are measured over several inte-

ger plateaus and found to overlap almost perfectly (see

Fig. 1). The extra resistance in RD at FQHE states

is consistent with tunneling, as discussed below. An-

other verification that the filling fraction changes very

little at the annealed QPC is that the carrier densities are

almost equal in the QPC and bulk: the slopes of Rxy

and RD at low magnetic field differ by 2% or less (see

Fig. 1 upper inset). For comparison, data from a non-

annealed QPC where the density decreases by ∼15% is

also shown. As a secondary evidence, re-entrant integer

quantum Hall effect (RIQHE) states observed on either

side of ν = 5/2 in field (Fig. 1 main) are present at the
same field in both QPC and bulk thus suggesting that the

state in between is most likely the same.

DC bias and temperature dependence Magnetic

field sweeps reveal a series of states (36) around ν =
5/2, including the FQHE states 7/3 and 8/3 as well as
strong RIQHE features on either side of 5/2, both in the

bulk and in the QPC (see Fig. 2). The dc bias behav-

ior at FQHE plateaus can be clearly distinguished from

the RIQHE. At FQHE plateaus, a zero-bias peak in gT

is present up to at least 50 mK (Fig. 2D). By contrast,

RIQHE states have more complex dc bias signatures and

depend strongly on temperature, disappearing by 30 mK

both in the bulk (Rxy) and at the QPC (gT ). Similar re-

sults are observed in device 1. To study the FQHE state

at ν = 5/2, we set the magnetic field to the center of a
bulk FQHE plateau (B = 4.31 T for device 2, vertical
line in Fig. 2C, and B = 4.3 T for device 1).

With the field set to the center of the plateau, the

effect of Vg on the zero-bias peak at various tempera-

ture is presented in Fig. 3. At the lowest temperatures

(Fig. 3A), gT exhibits a zero-bias peak throughout the

accessible Vg range. At higher temperatures, a peak in

both dc bias and Vg (a resonance-like feature) is revealed

to be centered around Vg = −2.5 V (Fig. 3C). To study
quasiparticle tunneling, Vg is set to the center of this

resonance, the feature that lasts to highest temperature.

We now study the dc bias dependence in device 1 at

various temperatures (Fig. 4). The tunneling traces in

Fig. 4A are slices along the dashed lines in Fig. 3, with

the bottom axis plotted as dc current bias (as measured)

and also converted to dc voltage using Rxy = 0.4h/e2
(18). All these traces saturate to the same value R∞

at high dc bias, higher than the expected 0.40 h/e2.

The height of the peak (measured from R∞) decreases
with increasing temperature—a clear non-Fermi liquid

signature—following a power law in temperature with

power -1.3 (Fig. 4B). The peak full width at half maxi-

mum (FWHM) increases linearly with temperature and

extrapolates to zero at zero temperature, consistent with

a zero intrinsic line-width data (Fig. 4C).

Extracting g and e*. The observed temperature de-

pendence of the peak height and FWHM is consistent

with the theoretical framework of weak quasiparticle

tunneling between fractional edge states (18–20). In that

picture, the zero-bias peak height is expected to vary

with temperature as T 2g−2, which gives g = 0.35 for
the data in Fig. 4B. A weak tunneling formula that also

includes the effects of dc bias (18) has the form

gT = AT (2g−2)F (g,
e∗IDCRxy

kT
), (2)

where e∗ is the quasiparticle charge in units of the elec-
tron charge (see the supporting online material for the

complete function). Fitting the data with this formula

yields an excellent fit (Fig. 4D). All five temperatures

are fit simultaneously with four free parameters: a com-

mon vertical offset, an amplitude A, g and e∗. The best
fit returns g = 0.35, the same value found from the

power law fit of the peak heights (Fig. 4B), and e∗ =

3

Scaling of 5/2 zero-bias tunneling peak -  Wen theory
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is on a FQHE plateau, so gT and RD are equal up to a

constant.

Same filling fraction in QPC and bulk. A key differ-

ence between this work and previous tunneling experi-

ments (26–29) is that we are able to deplete the elec-

trons under the gates and induce tunneling without sig-
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is consistent with tunneling, as discussed below. An-
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little at the annealed QPC is that the carrier densities are

almost equal in the QPC and bulk: the slopes of Rxy

and RD at low magnetic field differ by 2% or less (see

Fig. 1 upper inset). For comparison, data from a non-

annealed QPC where the density decreases by ∼15% is

also shown. As a secondary evidence, re-entrant integer

quantum Hall effect (RIQHE) states observed on either

side of ν = 5/2 in field (Fig. 1 main) are present at the
same field in both QPC and bulk thus suggesting that the

state in between is most likely the same.

DC bias and temperature dependence Magnetic

field sweeps reveal a series of states (36) around ν =
5/2, including the FQHE states 7/3 and 8/3 as well as
strong RIQHE features on either side of 5/2, both in the

bulk and in the QPC (see Fig. 2). The dc bias behav-

ior at FQHE plateaus can be clearly distinguished from

the RIQHE. At FQHE plateaus, a zero-bias peak in gT

is present up to at least 50 mK (Fig. 2D). By contrast,

RIQHE states have more complex dc bias signatures and

depend strongly on temperature, disappearing by 30 mK

both in the bulk (Rxy) and at the QPC (gT ). Similar re-

sults are observed in device 1. To study the FQHE state

at ν = 5/2, we set the magnetic field to the center of a
bulk FQHE plateau (B = 4.31 T for device 2, vertical
line in Fig. 2C, and B = 4.3 T for device 1).

With the field set to the center of the plateau, the

effect of Vg on the zero-bias peak at various tempera-

ture is presented in Fig. 3. At the lowest temperatures

(Fig. 3A), gT exhibits a zero-bias peak throughout the

accessible Vg range. At higher temperatures, a peak in

both dc bias and Vg (a resonance-like feature) is revealed

to be centered around Vg = −2.5 V (Fig. 3C). To study
quasiparticle tunneling, Vg is set to the center of this

resonance, the feature that lasts to highest temperature.

We now study the dc bias dependence in device 1 at

various temperatures (Fig. 4). The tunneling traces in

Fig. 4A are slices along the dashed lines in Fig. 3, with

the bottom axis plotted as dc current bias (as measured)

and also converted to dc voltage using Rxy = 0.4h/e2
(18). All these traces saturate to the same value R∞

at high dc bias, higher than the expected 0.40 h/e2.

The height of the peak (measured from R∞) decreases
with increasing temperature—a clear non-Fermi liquid

signature—following a power law in temperature with

power -1.3 (Fig. 4B). The peak full width at half maxi-

mum (FWHM) increases linearly with temperature and

extrapolates to zero at zero temperature, consistent with

a zero intrinsic line-width data (Fig. 4C).

Extracting g and e*. The observed temperature de-

pendence of the peak height and FWHM is consistent

with the theoretical framework of weak quasiparticle

tunneling between fractional edge states (18–20). In that

picture, the zero-bias peak height is expected to vary

with temperature as T 2g−2, which gives g = 0.35 for
the data in Fig. 4B. A weak tunneling formula that also

includes the effects of dc bias (18) has the form

gT = AT (2g−2)F (g,
e∗IDCRxy

kT
), (2)

where e∗ is the quasiparticle charge in units of the elec-
tron charge (see the supporting online material for the

complete function). Fitting the data with this formula

yields an excellent fit (Fig. 4D). All five temperatures

are fit simultaneously with four free parameters: a com-

mon vertical offset, an amplitude A, g and e∗. The best
fit returns g = 0.35, the same value found from the

power law fit of the peak heights (Fig. 4B), and e∗ =

3
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Because the voltage drop between the two
counterpropagating edge states in the QPC is the
dc current multiplied by the Hall resistance, we
have labeled the horizontal axis with both the
current and the dc voltage usingRxy = 0.4 h/e2 (3).
All these traces saturate at the same value,R∞, at
high dc bias, higher than the expected value of
0.40 h/e2. The height of the peak, measured from
R∞, decreases with increasing temperature, fol-
lowing a power law in temperature with an
exponent of −1.3 (Fig. 4B). The full width at half
maximum (FWHM) of the peak increases linearly
with temperature and extrapolates to zero at zero
temperature, consistent with a zero intrinsic line
width (Fig. 4C). The data can be collapsed onto a
single curve (Fig. 4D) when the horizontal axis is
scaled byTand the vertical axis is scaled byT −1.3

(after subtracting a common backgroundR∞).

Extracting g and e*. The observed temper-
ature dependence of the peak height and
FWHM is consistent with the theoretical
predictions of weak quasi-particle tunneling
between fractional edge states (3, 18, 19). In
that picture, the zero-bias peak height is
expected to vary with temperature as T2g−2,
which gives g = 0.35 for the data in Fig. 4B.
The weak-tunneling expression, which in-
cludes the effects of dc bias (3) has the form

gT ¼ AT ð2g−2ÞF g,
e*IdcRxy

kT

! "

ð2Þ

[see (36) for details]. This functional form fits
the experimental data well, as seen in Fig. 4E.
(Note that RD and gT differ only by an offset
and scale factor.) All five temperatures are fit

simultaneously with four free parameters: a
single vertical offset corresponding to R∞, an
amplitude A, and the two quantities g and e*. A
least-squares fit over the full data set gives
best-fit values g = 0.35, the same value found
from the power law fit of the peak heights (Fig.
4B), and e* = 0.17. Uncertainties in these
values will be discussed below. Similar analy-
sis performed on data from a different device
(device 2 but energizing only gates G1 and G4)
yields quantitatively similar results.

To characterize the uncertainty of these mea-
sured values, we show in Fig. 5 a matrix of fits to
the weak-tunneling form, Eq. 2 with g and e*
fixed and A and R∞ as fit parameters. The color
scale represents the normalized fit error, defined
as the residual of the fit per point divided by
0.0005 h/e2, the noise of the measurement. A fit
error ≤ 1 indicates that fit is consistent with the
data within the noise of the measurement.
Higher values indicate worse fits (36) (figs. S4
and S5).

This matrix of fits allows various candidate
states at n ¼ 5=2 to be compared with the tun-
neling data. All of the candidate states predict
e* ¼ 1=4, but g can differ. States with abelian
quasi-particle statistics include the so-called 331
state (14, 15), which has a predicted g ¼ 3=8
(17), and the K = 8 state with g ¼ 1=8 (16).
States with nonabelian quasi-particle statistics
include the Pfaffian (6), with g ¼ 1=4 (17); its
particle-hole conjugate, the anti-Pfaffian (8, 9),
with g ¼ 1=2 (8, 9, 18); and the U(1) × SU2(2)
state (7), also with g ¼ 1=2. Parameter pairs
(e*, g) representing these candidate states are
marked in Fig. 5. Evidently the states with
e* ¼ 1=4 and g ¼ 1=2, both nonabelian, are
most consistent with our tunneling data. The
abelian state with e* ¼ 1=4 and g ¼ 3=8 cannot
be excluded; however, we note that weak tun-
neling of e* ¼ 1=2 quasi-particles appears in-
consistent with the data.

Strong tunneling. In contrast to device 1,
the dc bias data from device 2 show evidence
for strong tunneling. Device 2 has a long,
channel-like geometry, which should increase
the number of tunneling sites and hence the
tunneling strength. Diagonal resistance, RD, as
a function of dc bias at several temperatures is
shown in Fig. 6A, which should be compared
to those from the short QPC (Fig. 4A). At
higher temperatures, the zero-bias peak height
can be described by a power law in temperature
with an exponent similar to that in the QPC
(Fig. 6B and fig. S6B) and a FWHM that is
proportional to temperature (Fig. 6C). At lower
temperatures, the peak height deviates from a
power law and saturates at the lowest temper-
atures at a value of resistance consistent with
the resistance at n ¼ 7=3 (the resistance is higher
than3=7 h/e

2 by the backgroundR∞ − 0.4), and the
FWHM deviates from the linearity seen at higher
temperature. We also observed that the peak
develops a flat top and strong side dips (Fig.
6A) at the lowest temperature.

∞ 

/

Fig. 4. (A) RD (device 1) as a function of dc bias at fixed magnetic field (B = 4.3 T, middle of n = 5=2) and
fixed gate voltage (Vg =−2.5 V) at several temperatures. The bias dependence ofRD is proportional to that
of gT (right axis) up to a constant. (B) Zero dc-bias peak height as a function of temperature. The red line is
the best fit with a power law in which the exponent is –1.3. (C) The peak FWHM as a function of
temperature. The red line is the best fit with a line going through zero. (D) Data collapsed onto a single
curve using an exponent of–1.3. (E) Best fit of all the data in (A) with the weak tunneling formula (Eq. 2)
returns e* = 0.17 and g = 0.35.
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Conclusion: Many Implementations, Many Approaches
With cooperation, hybrids will evolve.
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